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SUMMARY

Recently, barrier-coverage in wireless sensor networks is a critical issue because it can be used for vari-
ous applications (e.g., intrusion detection and border protection). Many existing works for barrier-coverage
assume that an intruder penetrates through two opposite sides such as from top to bottom or from bottom to
top and focus on constructing barriers to detect those penetrations. However, in many practical scenarios, it
should be desirable to detect an intruder that enters the area of interest through any of its sides and passes
through any other of its sides. In this paper, we introduce a new barrier-coverage problem whose goal is max-
imizing the network lifetime such that any penetration variation of the attacker is guaranteed to be detected.
In order to solve the problem, we create a new type of sensor barriers, which is referred as reinforced bar-
riers, that can sense any movement variation of the intruder. Also, we propose four different approaches to
construct reinforced barriers from a given layout of sensors and we compare their relative performances for
maximum number of reinforced barriers through extensive simulations by various scenarios. Copyright ©
2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION

During the last few decades, there has been an increased interest in Wireless Sensor Networks
(WSN) because it can be used for a wide range of critical applications in industry, science, mobile
infrastructure such as environmental monitoring, border protection, etc. Basically, a WSN is com-
posed of sensor nodes, which is equipped with a sensing device, a wireless transceiver, battery.
Sensor nodes have limited capabilities such as limited energy resource, limited computational abil-
ity. Sensor nodes can sense or monitor specific phenomenon of interest using the embedded sensing
device and they communicate with each other to make joint decisions and to transmit their sensing
information towards a base station [2–4].

In WSN, the coverage is a fundamental concern. The coverage provided by WSN is largely clas-
sified into two sub-areas, full coverage, and partial-coverage. The full coverage over a region of
the interest guarantees that any event happening in the region at any moment is detected by the
WSN [5–7]. On the other hand, although a partial coverage in WSN may miss some events in the
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area of interest [8–10], it has an advantage that fewer sensors are required when compared with the
full coverage.

In general, each sensor in WSN has two operation modes, sleep-mode and wake up (active) mode.
To save own battery, a sensor can be under sleep mode and the sensor node can be wake up mode
when necessary in the networks. The sleep-wake up schedule is helpful to maximize the network
lifetime. Moreover, sensor nodes are randomly but densely deployed over the region of interest
to increase network connectivity. Accordingly, it is highly likely that the same object or event is
covered by more than one sensor node simultaneously. Such a high density property can be used to
maximize the lifetime of WSN. For example, if multiple sensor nodes cover the same target or area,
a sleep-wake up schedule can be applied. So, one can find a sleep-wake up schedule of the nodes
and operate the sensors in disjoint sets to maximize the time to cover the target area. Through this
sleep-wake up strategy, the total time to cover the target can be improved much longer than the case
where all of the sensor nodes are active concurrently. But, the problem of optimal sleep-wake up
schedule is NP-hard for full coverage even if every sensor has same energy resource.

Recently, a special form of partial-coverage, known as barrier-coverage, has attracted lots of
interests by researchers because it can be used for various applications such as intrusion detection,
battlefield surveillance, and border protection [11, 12]. A subset of sensors can provide a barrier-
coverage over the area of interest if the sensors divide the area into two regions such that any moving
objects from one region to another is detected by at least one sensor. Hence, when compared against
full coverage, barrier-coverage provides significant savings in the number of sensor nodes which are
required to support objectives of the barrier-coverage such as intrusion detection.

Figure 1(a) illustrates a case of full coverage in WSN. Each point represents a sensor and each
circle represents the communication range of the sensor. As it can be seen, full coverage guarantees
that any event will be detected and such a detection will be reported to the users. On the other hand,
Figure 1(b) describes a barrier-coverage using sleep-wake up schedule. In the figure, Barriers 1 and
2 are in active-mode, and Barrier 3 is in sleep-mode to save its battery power. So, we can guarantee
that any penetration by intruders is detected by at least two sensors: one sensor is on Barrier 1 and
another sensor is on Barrier 2. This is known as 2-barrier coverage, because at least two barriers will
detect the intruder, and the general problem is known as k-barrier coverage. Recently, Kumar et al.
have shown that the sleep-wake up problem for k-barrier-coverage is polynomial time solvable[12]
by developing an optimal sleep-wake up algorithm.

Let us consider practical scenarios which barrier-coverage can be applied. When an intruder tried
to penetrate a region of interest, the intruder may not simply pass through two opposite sides, such as
from top to bottom or from bottom to top. For example, we have two intersecting and perpendicular

Figure 1. Comparison of full coverage and barrier-coverage using sleep-wake up schedule.
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corridors in a building, and the square-shared region that is common to both of them. Then, the
penetration of the attacker must be detected if it crosses the intersection of the two corridors.

Hence, we can consider various penetration patterns of the intruders: (i) passing through from top
to bottom, (ii) going through from bottom to top, (iii) trespassing from left to right, (iv), passing
through from right to left, (v) turn to the left after entering the region, and (vi) turn to the right after
entering the area. Apparently, a system of barrier-coverage should detect those various penetration
patterns of the intruder even though two more trespasses happens simultaneously. To guarantee
detections of those various attacks, we simply may think a use of full coverage. However, this would
result in a significantly larger number of required sensor nodes and a lower network lifetime. To the
best of our knowledge, previous studies in barrier-coverage of WSN do not consider these various
penetration types of the intruders.

Based on the earlier observations, we introduce a new barrier-coverage concept such that any
penetration types of intruders is guaranteed to be detected by the system, and we also introduce
the novel concept of a reinforced barrier, that implements this form of detection. We will also take
advantage of redundancy to obtain multiple reinforced barriers because those multiple barriers can
allow us to improve a network lifetime by using a sleep-wake up schedule. Thus, we formally define
a problem whose objective is to maximize the network lifetime with construction of reinforced
barriers. To solve the problem, we have developed four different approaches and have analyzed their
performances with various simulation environments.

This paper is organized as follows. In the next section, we review related works for barrier-
coverage of WSN. Then, in Section 3, we introduce our reinforced barrier-coverage as well as
discuss the difference between a traditional barrier-coverage and our reinforced barrier-coverage.
And we present a formal description of our reinforced barrier-coverage. Followed in Section 4 by
four different approaches, we propose for the construction of reinforced barriers. Then, in Section 5,
we analyze the performances of the proposed approaches through simulations. Finally, concluding
remarks are given in Section 6.

2. RELATED WORK

As a fundamental problem for various applications in WSN, barrier-coverage has been studied
widely. First, the notion of barrier-coverage was introduced by Gage [13] in the context of robotic
sensors. In [11], Kumar et al. introduced the notion of k-barrier-coverage, which is a practical first
work of barrier-coverage in a sense that an intruder is guaranteed to be detected by at least k differ-
ent sensors while moving from one side to the other in the region of interest. Also, they introduced
weak and strong barrier-coverage in a belt region. In [14], Liu et al. considered the critical condi-
tions for strong barrier-coverage in a strip region when sensor nodes are randomly deployed using
a Poisson point distribution process and then they proposed an efficient distributed algorithm to
construct barriers on long strip areas. Moreover, Li et al. [15] studied the weak-k-barrier coverage
problem and derived a lower bound on the probability of weak k-barrier-coverage. Also, in [16],
Saipulla et al. studied barrier-coverage in harsh environment which is difficult for human to reach.
They considered barrier-coverage with airdropped wireless sensors using line-based deployments
and derived a lower bound for the coverage.

In [12], Kumar et al. defined a sleep-wake up scheduling problem for k-barrier-cover of wire-
less sensors, whose objective is to extend the lifetime to protect a region of interest using a series
of alternating barrier-covers. They developed optimal sleep-wake up scheduling algorithms for k-
barrier-coverage, Stint and Prahari, assuming that each sensor has same energy resource in Stint and
has different energy levels in Prahari, respectively. Later, Ban et al. developed a distributed algo-
rithm for this problem providing low communication overhead and computation cost, and thus is
appropriate for larger scale WSN [17].

Different from previous global barrier coverage, Chen et al. introduced an another barrier-
coverage type, local barrier-coverage, which guarantees the detection of intruder whose trajectory
is limited to a slice of the belt area [18]. To maximize the lifetime of the local barrier-coverage, they
also proposed a sleep-wake up algorithm for this problem.
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Figure 2. Difference between an existing perimeter barrier and our reinforced barrier.

Also, He et al. [19] proved a sub-optimality of line-based deployment if the length of the shortest
line segment is larger than that of the shortest path. They also introduced the concept of a distance-
continuous curve and developed an algorithm to provide an optimal deployment of sensor nodes if
the deployment curve satisfies the distance-continuous condition. In [20, 21], the authors considered
that intruders may have different moving speeds. Based on this, they evaluated the detection proba-
bility of temporary paths across the barrier of sensor nodes and derive the maximum possible speed
of intruders for different intruders in different scenarios. Then, they defined the minimum weight
"-barrier problem about an efficient scheduling of sensors and proved that the problem is NP-hard.

On the other hand, many researchers have studied perimeter barriers, which can be considered
as an another category of barrier. Basically, construction of perimeter barriers requires that we have
to find sensor chains enclosing the region with the sensing areas of any two neighbor sensors over-
lapping with each other’s to detect intruders from either entering its interior or exiting from it [22].
In [23], Bhattacharya et al. considered perimeter barrier-coverage on a simple polygon. They devel-
oped several algorithms to decide both the optimal locations and the movement scheme. In [24],
Hung et al. focused on the perimeter coverage problem such that the perimeter of a big object needs
to be monitored, but each sensor can only cover a single continuous portion of the perimeter. Authors
proved that the perimeter coverage scheduling problem is NP-hard and then developed a maximum
network lifetime scheduling algorithm.

From Figure 2, note that our reinforced coverage is different from perimeter coverage if we
assume that the dotted line represents a barrier and the length of the side of the square is l . Perimeter
barrier includes B1; B2; B3; B4 in Figure 2(a), and the perimeter barriers may detect various intru-
sion types of the attackers. With same square, our reinforced barrier with B5 and B6 in Figure 2(b)
can also detect a variation of penetrations of intruders. However, while perimeter coverage usually
uses movable sensor nodes to create the perimeter barrier, sensors nodes in our reinforced coverage
are fixed after random deployment. Even if we intuitively compare reinforced barriers with perime-
ter barriers with respect to the total length of barriers in a given squared-shaped area, our reinforced
barriers have the advantage that the total length of the barriers is 2.

p
2 � l/ which is shorter than the

total length of 4 � l for perimeter coverage.

3. A NEW TYPE OF SENSOR BARRIER: REINFORCED BARRIER

In this section, we introduce a new barrier type, reinforced barrier. Also, we define our problem
formally. Then, we describe how to create reinforced barriers to solve the problem.

3.1. Reinforced barrier-coverage

Let us consider Figure 3, where a square-shaped sensor field is drawn, along with sensors being
represented by dots. We assume that there is an edge (i.e., a solid line) between two sensors in
the sensor field if the communication range of two sensors overlap. Only a subset of the possible
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Figure 3. Possible concepts of barrier-coverage.

edges are represented in the Figure 3. Let us assume that we consider a virtual node, S1, to the left
border of the field, and another virtual node, T1, to the right border of the field. So, if a path can be
constructed from S1 to T1, then it is guaranteed that the intruders’ penetrations, indicated by I1, I2,
I3, are detected by at least one sensor in the field. We call the path as a sensor barrier, and is the
typical barrier which had been studied in the literature.

As you can see in Figure 3(a), two sensor barriers B1 and B2 are represented between S1 and T1.
There exists a penetration direction of the intruder I1, from top to bottom. Clearly, it takes two dif-
ferent advantages that we construct multiple barriers in the field. Firstly, both barriers could operate
at the same time. This guarantees a certain degree of fault-tolerance, which is k-barriers. (i.e., At
least k sensors can detect the penetration of the intruder if k barriers are activated simultaneously).
Secondly, one barrier could be inactive (or asleep) while the other is active (or awake). When the
first barrier B1 is no longer available due to energy depletion of the sensors in the barrier; the second
barrier B2 is activated so that at least one sensor in B2 can detect the penetration of the intruder I1.
Such a strategy doubles the lifetime of the network. Depending on the requirements of the applica-
tion, both of these approaches can be used independently, or those approaches can be implemented
together; for example, if we assume that there exist 10 barriers in the region of interest, we could
make two barriers to be active at any time, which results in network lifetime of five sensor lifetimes
finally. This property is known as k-barrier-coverage, where k is the number of concurrently active
barriers. In this paper, we focus on the second approach. That is, one barrier is active at all times.
And if we can find multiple barriers in the field, each barrier can be active or inactive alternately by
sleep-wake up scheduling to maximize the network lifetime.

Copyright © 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2017; 29:e4070
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Next, let us consider Figure 3(b). Also, let us assume that in addition to preventing intruders I1
from crossing from top to bottom, we also would like to prevent intruders from crossing from left to
right, which is represented by the direction of intruder I2 in Figure 3(b). To detect those penetrations
of intruders I1 and I2, we may generate additional barriers from top to bottom. For example, locate
two additional virtual nodes, S2 and T2, and construct sensor barriers B3 and B4 between them. It
follows that those intrusions by I1 and I2 are sensed by sensor nodes in B1, B2, B3, B4.

Those barriers in Figure 3(b) improves the security of the region when compared with barriers
in 3(a). However, it is still possible to enter the region from one side and exit out another, which is
shown by intruder I3’s penetration in Figure 3. To detect this type of movement variation, along with
the ones discussed earlier, we introduce the notion of a reinforced barrier. To construct reinforced
barrier, in particular, we consider placing four virtual nodes in opposite corners of given square-
shaped field: S1 and T1 construct one pair of virtual nodes and another pair includes S2 and T2. For
those virtual nodes, we construct sensor barriers between them in a crossed pattern, respectively. It
follows that this formation of barriers, reinforced barrier, effectively removes every undetected pen-
etrations across the region of interest. That is, our reinforced barriers guarantee that any penetration
types by intruders I1, I2, I3 can be detected by sensors on reinforced barriers.

3.2. Dependency property of reinforced barrier-coverage

Our reinforced barrier has an important property, dependency. Basically, reinforced barrier is con-
structed for two pairs of virtual sources and destinations. That is, some barriers can be generated
between S1 and T1. Also, some barriers can be found between S2 and T2. So, we may have the
interaction between barriers that cross each other. It means that some sensors in barriers for S1 and
T1 also can be used in barriers for S2 and T2. It follows that there may exist common sensors in
reinforced barriers.

Let us consider Figure 4(a) as an example. In the figure, three barriers,B1,B2,B3, are constructed
from S1 to T1. Also, from S2 to T2, we have three additional barriers, B4, B5, B6. Then, one would
expect that the network lifetime is three, by pairing up barriers B1 with B4, B2 with B5, and B3
withB6. But, let us assume that some barriers have nodes in common. In Figure 4(a), those common
sensors are denoted by small circles, a, b, c, d , respectively. Therefore, B1 has a node in common
with each of B4 (with node a), B5 (with node b), and B6 (with node c). And B3 also has a node in
common with B4 (with node d ). This affects the lifetime as follows.

Suppose thatB1 is paired withB4, and it is activated as Figure 4(b). As the lifetime ofB1 expires,
so will all of nodes a, b, and c. This will also eliminate barriers B5 and B6, because they are now
missing nodes b and c. Hence, the network lifetime is just one sensor lifetime. On the other hand,
let us assume that we pair up B3 with B4, and B2 with B5, respectively, as Figure 4(c). This pairing
increases the network lifetime to two sensor lifetimes. As we could check this sample scenario in
Figure 4, because reinforced barrier-coverage has the dependency property, finding a scheduling
with maximum network lifetime of reinforced barrier-coverage is not simple, which causes more
complexity than basic barriers.

Because of this complexity, we cannot directly apply maximum flow algorithms to search for
independent paths (barriers) of sensor nodes, as performed in [12]. Instead, we create reinforced
barriers via four algorithms which we present in Section 4.

3.3. Problem definition

In this paper, we consider a square-shaped area, A. And a set of sensors, H , are randomly deployed
in the area A. After the random deployment, each sensor is static. And each sensor can be either in
sleep mode, in which case it uses a negligible amount of battery, or in active mode, in which it senses
events within own sensing range g. Once a sensor is set into active mode, it remains in this mode
until it is depletes own energy. We assume that all sensor nodes have an equal amount of battery,
and thus, an equal lifetime. For simplicity, we also assume each sensor has the same sensing range
and communication range denoted by g.

For our reinforced barrier-coverage, we locate four virtual sensors (S1, T1), (S2, T2), one at each
corner of the area A, as shown in Figure 4. Assume that these four sensors have unlimited lifetime
and we simplify the definitions that follow.

Copyright © 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2017; 29:e4070
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Figure 4. Dependency property in reinforced barrier-coverage.

Two sensors, h1 and h2, can be considered as neighbors if the euclidian distance between h1 and
h2, Euc.h1; h2/, is at most 2 � g. A path of sensor nodes is a sequence of sensors, h1; h2; : : : ; hn,
where:

� hi and hiC1 are neighbors, 1 � i � n � 1.
� h1 D S1 and hn D T1, or, h1 D S2 and hn D T2.

We are now ready to describe the formal definitions of a reinforced barrier, its lifetime and the
proposed problem.

Definition 1 (Reinforced Barriers)
A reinforced barrier, or r–barrier, consists of two paths of sensor nodes: one path from S1 to T1
and another from S2 to T2. It is not necessary condition that these two paths are disjoint.

Definition 2 (Lifetime of Reinforced Barriers)
A collection C of r–barriers is composed of a set of r–barriers, where for each p 2 C and q 2 C , p
and q are disjoint, that is, they have no sensors in common. The lifetime of a collection C is simply
considered as its cardinality, jC j.

Definition 3 (MaxLRB)
Given a set of wireless sensors H deployed over a square area A, the maximum lifetime reinforced
barrier-coverage (MaxLRB) problem is to find an r–barrier collectionCmax with maximum lifetime.

Copyright © 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2017; 29:e4070
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4. MAXLRB HEURISTICS

In this section, we describe our four different heuristics to seek a collection C of r–barriers. To solve
the MaxLRB problem, we search for node-disjoint paths from S1 to T1, and also node-disjoint
paths from S2 to T2, and then combine them together to generate r–barriers.

We use an approach which is similar to Stint algorithm by Kumar et al. [12] to find maximum
number of disjoint paths. Firstly, we explain our adaptation of Stint to search for independent paths
(node-disjoint paths) from S1 to T1. Similarly, we also find node-disjoint paths from S2 to T2. Then,
we present our proposed heuristics for combining these paths to construct r–barriers.

To find the largest number of independent paths from S1 to T1, we implement the following
two steps.

Step 1.
Create a flow graph G D .V .G/; E.G//, as follows.

� For each sensor h 2 H , consider two vertices in V.G/, hin and hout .
� For each sensor h 2 H , add a directed edge .hin; hout / to E.G/.
� For every pair of sensor nodes u and v in H that are neighbors, add the following two directed

edges to E.G/: .uout ; vin/, .vout ; uin/.
� Add vertices S1 and T1 to V.G/.
� For each neighbor h of S1, add the edge .S1; hin/ to V.G/.
� For each neighbor h of T1, add the edge .hout ; T1/ to V.G/.

Step 2.
Assign a capacity of 1 to each edge in the flow graph G D .V .G/; E.G//, and implement a maximum
flow algorithm, such as Edmonds–Karp algorithm[25], between S1 and T1. Edges with a flow of 1
will form independent paths from S1 to T1. All other edges will have a flow of 0.

Figure 5 shows maximum number of independent paths after implementing Step 1 and Step 2
based on Stint algorithm in [12]. (i.e., we found five independent paths in the figure). In Figure 5,
S1 is a source and T1 is a destination. We represented a sensor node as a small circle. Then, each
path, B1, B2, B3, B4, B5, can be an independent path (or a node-disjoint path) between S1 and T1.
It follows that one path also can be considered as one barrier. For example, if we consider k-barrier
coverage with k = 1 in Figure 5, the network lifetime with barrier-coverage is five because each
barrier can become active alternately after one barrier expires due to the depletion of battery.

Basically, the intuition behind the earlier two steps is as follows [12]. It is well known that if the
edges in the graph have an integer capacity, then the maximum flow will also have an integer flow
assignment to each edge. Thus, a flow of 0 or 1 will be assigned to each edge. Additionally, because
of the single edge between hin and hout , each node, other than S1 or S2, can only take part in a
single path.

Figure 5. Maximum number of independent paths (or node-disjoint paths) between source to destination.
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Based on the earlier strategy to search for the maximum number of independent paths, we develop
our heuristics to solve the MaxLRB problem.

4.1. Approach 1: independent-paths

As we have discussed in Section 3, sensor nodes cannot belong to more than one r–barrier in a
collectionC of r–barriers. One possible strategy to ensure this is the case is that all paths found from
S1 to T1 do not have any sensors in common with paths from S2 to T2. Using this way, enabling an
r–barrier has no effect on the future performance of other r–barriers.

To perform this, we can consider that one is tempted to first find all the independent paths from
S1 to T1 and we remove these paths. Then, we search for all the independent paths from S2 to T2.
This strategy will likely lead to allow no paths from S2 to T2 unfortunately because many sensors
will be used in the first step.

So, we select an iterative approach, in which one r–barrier constructed completely is found at a
time. The steps are performed as follows.

� Find the maximum number of node-disjoint paths from S1 to T1 using current available sensor
nodes. Furthermore, search for the maximum number of node-disjoint paths from S2 to T2.
� An r–barrier is formed by selecting one path from S1 to T1 and another path from S2 to T2

such that these two paths are node-disjoint.
� From the field, remove the sensors which are included at the above r–barrier.

The earlier steps are iterated until we cannot obtain any additional pair of node-disjoint paths. The
pseudocode is presented in Algorithm 1 in more detail, which we have named the independent-path.

Algorithm 1 independent-path
Inputs: H;A; g, Output: C

1: set r–barrier collection: C  ;;
2: set unselected sensor nodes: H 0  H ;
3: while H 0 ¤ ; do
4: create a flow graph G D .V .G/; E.G// using A, H 0, and g;
5: let P1 be the set of node-disjoint paths from S1 to T1;
6: let P2 be the set of node-disjoint paths from S2 to T2;
7: search for a pair of node-disjoint paths .p1; p2/, where p1 2 P1 and p2 2 P2;
8: if .p1; p2/ exists then
9: C  C

S
.p1; p2/;

10: H 0  H 0 � .nodes.p1/
S
nodes.p2//;

11: else
12: break;
13: end if
14: end while
15: return C

4.2. Approach 2: shared-paths

Now, we move to our second approach, which is referred as shared-path. Differently from
independent-path, it takes an advantage that some sensors can be reused within the same r–barrier,
provided that they did not interfere with another r–barrier. Hence, the path from S1 to T1 is able
to share sensors with the path from S2 to T2, provided that those two paths belong to the same r–
barrier, and do not take part in any other r–barrier. Basically, the intuition behind this approach is
that shared sensors are serving a double purpose, by joining in each of the two paths, which makes
a more effective use of the available nodes.

Based on this idea, we iterate adding one r–barrier at at time until we cannot obtain any additional
r–barrier. So, the below steps are performed in each iteration.

Copyright © 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2017; 29:e4070
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� Search for the maximum number of node-disjoint paths from S1 to T1. Also, find the maximum
number of node-disjoint paths from S2 to T2.
� A r–barrier is created by choosing a path from S1 to T1 and another path from S2 to T2 on

condition that those two paths share at least one sensor.
� Remove from the field the sensors comprised by the above r–barrier.

The pseudocode of approach 2 is very similar to that of Algorithm 1. So, it is possible that we
simply replace line 7 in Algorithm 1 by the following line:

search for a pair of paths .p1; p2/, where p1 2 P1, p2 2 P2, where p1 and p2 have at least one sensor
in common.

4.3. Approach 3: combined-paths

As the third approach to solve MaxLRB problem, we consider a combination of approach 1 and 2.
We refer the approach 3 as combined-paths.

Basically, combined-paths adds one r–barrier at at time as approach 1 and 2. But, it first adds
as many barriers as possible whose two paths have no common sensors. If we cannot continue
this process, then r–barriers are added whose two paths have sensors in common. We describe the
pseudocode of combined-paths in Algorithm 2 in more detail.

Algorithm 2 combined-paths
Inputs: U;A; g, Output: C

1: set r–barrier collection: C  ;;
2: set unselected sensor nodes: U 0  U ;
3: while U 0 ¤ ; do
4: create a flow graph G D .V .G/; E.G// using A, U 0, and g;
5: let P1 be the set of node-disjoint paths from s1 to d1;
6: let P2 be the set of node-disjoint paths from s2 to d2;
7: find a pair of node-disjoint paths .p1; p2/, where p1 2 P1 and p2 2 P2;
8: if .p1; p2/ exists then
9: C  C

S
.p1; p2/;

10: U 0  U 0 � .nodes.p1/
S
nodes.p2//;

11: else
12: find a pair of paths .p1; p2/, where p1 2 P1 and p2 2 P2 that share at least one sensor;
13: if .p1; p2/ exists then
14: C  C

S
.p1; p2/;

15: U 0  U 0 � .nodes.p1/
S
nodes.p2//;

16: else
17: break;
18: end if
19: end if
20: end while
21: return C

4.4. Approach 4: minimum-intervention-paths

Our last method is referred to as minimum-intervention-paths. Similar to our previous approaches,
it initially looks for many possible paths (i.e., barriers): one path set is between S1 to T1 and another
path set is between S2 and T2.

The basic idea of minimum-intervention-paths is to provide many possible barriers for the
next iteration of the algorithm. Recall the dependency property of r–barriers that we showed in
Figure 4(a). As seen from Figure 4, if we select barrier B1 between S1 and T1, it has the maximum
effect or maximum intervention with other barriers B4, B5, B6. If we select B1 as a part of one r–
barrier, we may not find additional r–barriers after the selection because sensor nodes a, b, c are
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removed once B1 is chosen. So, at the next search for an r–barrier, we may find very few, if any,
possible barriers between S2 and T2 in Figure 4(a).

By considering the property of dependency in reinforced barrier-coverage, we construct an r–
barrier by selecting a path from P1 that has the least number of paths in P2 with whom it shares
sensors. Similarly, we choose a path in P2 that interferes the least with paths in P1.

In summary, the steps below are iterated by adding one r–barrier at a time until we cannot obtain
any additional r–barrier.

� Find the maximum number of node-disjoint paths from S1 to T1. The paths are referred to as
set P1. Moreover, obtain the maximum number of node-disjoint paths from S2 to T2. These
paths are referred to as set P2.
� From P1, choose one path p1 which has the minimum effect or minimum intervention on paths

in P2. That is, the chosen path has the smallest number of sensors which are used as parts
of P2.
� From P2, select one path p2 which has the minimum effect or minimum intervention on paths

in P1.
� p1 and p2 form the desired r–barrier.
� Remove from the field the sensors taking part in the above r–barrier.

In Section 5, we will show that this minimum-intervention-paths outperforms the other
approaches. The pseudocode is described in Algorithm 3 in more detail.

Algorithm 3 minimum-intervention-paths
Inputs: U;A; g, Output: C

1: set r–barrier collection: C  ;;
2: set unselected sensor nodes: U 0  U ;
3: while U 0 ¤ ; do
4: create a flow graph G D .V .G/; E.G// using A, U 0, and g;
5: let P1 be the set of node-disjoint paths from s1 to d1;
6: let P2 be the set of node-disjoint paths from s2 to d2;
7: find a p1 which has the minimum common number of sensors with P2, where p1 2 P1;
8: find a p2 which has the minimum common number of sensors with P1, where p2 2 P2;
9: if p1 and p2 exist then

10: C  C
S
.p1; p2/;

11: U 0  U 0 � .nodes.p1/
S
nodes.p2//;

12: else
13: break;
14: end if
15: end while
16: return C

5. EXPERIMENTAL EVALUATION

In this section, we analyze and discuss the performance of the proposed four approaches,
independent-path, shared-path, combined-paths, and minimum-intervention-paths, which we have
described in Section 4.

We simulated our various experiments in square areas, 400� 400m2; 500� 500m2; 600� 600m2

where H sensor nodes are randomly deployed in the region initially. Also, we implemented the
proposed approaches with different shaped area of size 500 � 500m2; 400 � 500m2; 300 � 500m2,
respectively.

For the used simulation setting and environment, the code of the proposed approach using lan-
guage CCC has been implemented at the server with two components. Each component consists
of Dual Core AMD Opteron(Tm) processor 285, CPU MHz - 2592.690, cache size - 1024 KB,
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Operating System - CentOS Linux. Through the system based on the code, we got numerical results
of the lifetime value C .

Each numerical result value of the simulation represents the average result of 100 different graphs.
In our simulations, we considered that the number of sensors ranges from 80 to 200 and we also
used that the transmission radius of each sensor is ranging from 70 to 100 in our experiments.
Interestingly, when we have checked the performances as a whole, minimum-intervention-paths out-
performs other approaches: independent-path, shared-path, and combined-paths. Now, we analyze
the simulation results by different scenarios and different field sizes.

As the first performance evaluation in our contribution, we compare independent-path, shared-
path, combined-paths, and minimum-intervention-paths with area size 500 � 500m2 for lifetime
of a collection C , respectively. As we defined a lifetime of the collection C or its cardinality jC j
in Section 3, jC j can be considered as a total network lifetime maintaining our reinforced barrier-
coverage. Hence, maximizing value of jC j is equivalent to maximizing lifetime of r-barriers in the
field. Let us consider Figure 6. It shows results for our four different approaches by different radius
g D 70; 75, and 80, respectively. Through this simulation scenario, we can verify that minimum-
intervention-paths shows better performance than independent-path, shared-path, and combined-
paths. Furthermore, as seen from Figure 6, lifetime of a collection C increases for all approaches as
the number of sensor nodes increases. On the other hand, we consider our approaches by different
number of sensor nodes. Figure 7 represents results by the proposed approaches by different total
number of sensor nodes n D 100; 150, and 200, respectively. As you can see in the Figure 7, as a
transmission radius of sensor increases, a lifetime of a collection C increases for every approach.
Also, we have checked that as the number of sensor increases, minimum-intervention-paths shows
better performance than other approaches as Figure 7.

In our second group of experiments, we have implemented four approaches with another field size
400 � 500m2. At this simulation group, we considered that our approaches are implemented both
by different radius of sensor g D 70; 75, and 80 and by different number of sensors n D 100; 150,
and 200. By Figure 8, we can check that minimum-intervention-paths outperforms other approaches

Figure 6. Comparison for lifetime of collection C for different radii by four approaches in 500�500 region.

Figure 7. Comparison for lifetime of collection C for different number of sensors by four approaches in
500 � 500 region.
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Figure 8. Comparison for lifetime of collection C for different radii by four approaches in 400�500 region.

Figure 9. Comparison for lifetime of collection C for different number of sensors by four approaches in
400 � 500 region.

Figure 10. Comparison for lifetime of collectionC for different radii by four approaches in 300�500 region.

by different radius. And, by Figure 9, it is verified that minimum-intervention-paths shows better
results of a collection C than other approaches, too.

At our third simulations, four approaches have been simulated with another area size 300�500m2.
The area 300 � 500m2 will provide bigger density of sensors than 500 � 500m2. Similar with the
first and second group of simulations, we considered our simulations by different radius of sensor
g D 70; 75, and 80 and by different number of sensors n D 100; 150, and 200. As it can be
seen from Figure 10 and 11, minimum-intervention-paths outperforms other approaches for both
scenarios. Furthermore, through the third group of experiments, we can conclude that as the density
of sensor nodes increases, minimum-intervention-paths shows significantly better performance than
other approaches, independent-path, shared-path, and combined-paths.

At our fourth experiments, we have simulated the proposed approaches in square units with the
number of sensors n = 100 to analyze performances of the four approaches for lifetime of C . The
used square-shaped areas are 400 � 400 m2, 500 � 500 m2, and 600 � 600 m2, respectively.
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Figure 11. Comparison for lifetime of collection C for different number of sensors by four approaches in
300 � 500 region.

Figure 12. Comparison for lifetime of collection C for different square-shaped areas by four approaches
with n = 100.

The simulations show that minimum-intervention-paths outperforms other approaches, independent-
path, shared-path, and combined-paths in those areas. Also, through these simulations as Figure 12,
we found that as the density of sensors increases, the value of C also increases. It follows that with n
= 100, the smaller area 500�500m2 returns a bigger value of lifetime C than the area 600�600m2.
And the smaller area 400 � 400m2 shows a bigger value of C than the area 500 � 500m2 with the
same number of sensors n = 100.

Based on the entire simulations with various sensor numbers, transmission ranges, square-shaped
areas, we found that minimum-intervention-paths outperforms other approaches as a whole. So,
minimum-intervention-paths shows the best result of lifetimeC . Combined-paths and shared-path is
ranked as the second one and third one, respectively. Independent-path shows the worst performance
of lifetime C . Also, as the number of sensors increases, the proposed approaches returns bigger
value of lifetime C . Bigger transmission ranges also returns bigger value of lifetime C , too. It
follows that as density of sensor node increases, the proposed approaches returns the increased
lifetime C because the bigger density basically allows the network to have more independent paths
between virtual nodes S1 and T1 as well as S2 and T2.

6. CONCLUDING REMARKS

This paper introduced a new barrier-coverage type, reinforced barrier-coverage, which is able to
detect any penetration variation of the intruder in the square-shaped area. Then, we formally defined
a new barrier-coverage problem whose objective is to maximize the network lifetime with reinforced
barriers, r-barriers. By finding the maximum number of r–barriers in the network, we consider the
maximum network lifetime with r-barriers by using a sleep-wake up schedule. To solve the problem,
we have proposed four different approaches in order to maximize the lifetime for r-barriers, and we
then analyzed their performances through extensive simulations. As a future work, we plan to study
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fault-tolerant r–barriers, which can maintain r–barriers when some sensors in current r–barriers are
depleted by excessive consumption of battery.
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