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amount has been learned about the neural underpin-
nings of visual perception, memory, emotion and motor
control. Much of this information has come from the
study of animal models. Unlike language and reasoning,
these more basic functions have many common fea-
tures among higher mammals, including humans. In
addition, new neuroimaging technologies, especially
positron emission tomography (PET) and functional
magnetic resonance imaging (fMRI), allow theories of
imagery to be tested objectively in humans. Researchers
have taken advantage of these developments to show
that mental imagery draws on much of the same neural
machinery as perception in the same modality, and can
engage mechanisms used in memory, emotion and
motor control.

In this article, we draw on results from a variety of
methods, including studies of the effects of selective
brain damage on behaviour, neuroimaging and TRANS-

CRANIAL MAGNETIC STIMULATION (TMS). Each approach has
its strengths and weaknesses, but the methods are com-
plementary. So, for example, neuroimaging provides
only correlational data (when engaged in a particular
task, a particular set of brain areas is activated), but can
monitor the entire brain; TMS, by contrast, can be used
to establish causal roles of distinct areas (for example,
by showing that performance in a task that draws on a
specific brain area is impaired following TMS to that
area), but must be targeted to a specific location. To the
extent that the same conclusions are reached using dif-
ferent methods, the conclusions drawn from these
studies can be taken increasingly seriously.

Mental imagery occurs when perceptual information is
accessed from memory, giving rise to the experience of
‘seeing with the mind’s eye’,‘hearing with the mind’s ear’
and so on. By contrast, perception occurs when informa-
tion is registered directly from the senses. Mental images
need not result simply from the recall of previously per-
ceived objects or events; they can also be created by com-
bining and modifying stored perceptual information in
novel ways. Imagery has had a central role in theories of
mental function since at least the time of Plato. It has
fallen in and out of fashion, in large part because it is
inherently a private affair, by definition restricted to the
confines of the mind, and so it has been difficult to study.
In fact, in 1913, the founder of BEHAVIOURISM, John B.
Watson, denied that mental images even existed. Instead,
he suggested that thinking consists of subtle move-
ments of the vocal apparatus1. In spite of the demon-
stration by Alan Paivio and his colleagues that the use of
imagery greatly improves memory2, many researchers
were not convinced that imagery is a distinct form of
thought. Indeed, Watson’s position was echoed 60 years
later by Zenon Pylyshyn, who championed the view
that mental images are not ‘images’ at all, but rather rely
on mental descriptions no different in kind from those
that underlie language. According to Pylyshyn3, the pic-
torial aspects of imagery that are evident to conscious
experience are entirely epiphenomenal, like the heat
thrown off by a light bulb when you read (which has no
role in the reading process).

The emergence of cognitive neuroscience has opened
a new chapter in the study of imagery. An enormous

NEURAL FOUNDATIONS OF IMAGERY
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Mental imagery has, until recently, fallen within the purview of philosophy and cognitive
psychology. Both enterprises have raised important questions about imagery, but have not made
substantial progress in answering them. With the advent of cognitive neuroscience, these
questions have become empirically tractable. Neuroimaging studies, combined with other
methods (such as studies of brain-damaged patients and of the effects of transcranial magnetic
stimulation), are revealing the ways in which imagery draws on mechanisms used in other
activities, such as perception and motor control. Because of its close relation to these basic
processes, imagery is now becoming one of the best understood ‘higher’ cognitive functions.
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memory, as well as a discussion of intriguing hemispheric
effects in imagery, see REF. 12.

The results of neuroimaging studies that compare
imagery and perception have dovetailed nicely with
those from studies of brain-damaged patients. One
study, for example, found that of all the brain areas that
were activated during perception and during imagery,
approximately two-thirds were activated in both cases13.
Presumably, lesions in the areas that are not activated in
common produce the dissociations, in which imagery
or perception is disrupted independently, whereas
lesions in the areas that are activated in both cases pro-
duce the more frequently reported parallel deficits in
imagery and perception.

Finally, studies of deficits following brain damage have
underscored the fact that ‘imagery’— like other cognitive
functions — is not a single, undifferentiated ability.
Rather, it is a collection of abilities, which can be dis-
rupted independently. For example, some patients can
make imagery judgements about the shape or colour of
objects, but have difficulty imagining an object rotating
(for example, when trying to decide whether the letter
‘p’ would be another letter when rotated through 180
degrees, or whether ‘Z’ would be another letter when
rotated 90 degrees clockwise). Other patients have the
reverse pattern of deficits. Indeed, when subjects per-
form different imagery tasks while their brain activity is
monitored, different patterns of activation are observed.
For example, when subjects mentally rotate patterns,
their parietal lobes (often bilaterally) and right frontal
lobes are, typically, strongly activated (for example, see
REFS 14–18). By contrast, if they are asked to visualize pre-
viously memorized patterns of stripes and judge which
are longer, wider and so on (all on the basis of their
mental images, with eyes closed), these areas are not
activated, but other areas in the occipital lobe and left
association cortex are activated19.

Depending on the precise task, different sets of pro-
cesses are activated20. Indeed, brain activation during
mental imagery might vary according to the type of
object that is visualized. Using fMRI, O’Craven and
Kanwisher20 found activation in the fusiform face area21

(FFA) when subjects visualized faces. But when subjects
visualized indoor or outdoor scenes depicting a spatial
layout, these researchers found activation in the para-
hippocampal place area (PPA). There was no hint of
activation of the PPA during face imagery, nor of the
FFA during place imagery. These results are similar to
what was observed when subjects actually perceived
faces and places. The findings indicate that imagery and
perception share very specific, specialized mechanisms.

Auditory imagery. Do the first three notes of the children’s
song Three Blind Mice ascend or descend? Most people
report that they ‘hear’ the song in the process of deciding.
Remarkably little research has addressed auditory
imagery per se. Zatorre and Halpern22 studied brain-dam-
aged patients to discover whether specific brain areas are
crucial for auditory imagery. They compared a group of
patients who had had the left or right temporal lobe
removed (for the treatment of otherwise intractable

We briefly review three main classes of research: evi-
dence that imagery engages brain mechanisms that are
used in perception and action; evidence that visual
mental imagery engages even the earliest visual cortex
(areas 17 and 18); and evidence that imagery engages
mechanisms that control physiological processes such as
heart rate and breathing, having effects much like those
that occur with the corresponding perceptual stimuli.

Imagery, perception and action
We begin with visual imagery, which is by far the most
intensively studied modality, and then turn to auditory
and motor imagery.

Visual mental imagery. More than 100 years ago,
researchers described brain-damaged patients who had
lost the ability to form visual mental images after they
became blind (for review, see REF. 4; however, see also
REF. 5). Methods from cognitive psychology have allowed
researchers to characterize such deficits with increasing
precision. For example, some patients have perceptual
deficits in only one of the two main cortical visual func-
tions. One major visual pathway runs from the occipital
lobe down to the inferior temporal lobes (the ventral or
‘object properties processing’ pathway; see REF. 6); when
damaged, the animal or person cannot easily recognize
shape. The other main visual pathway runs from the
occipital lobe to the posterior parietal lobes (the dorsal
or ‘spatial properties processing’ pathway); when dam-
aged, the animal or person cannot easily register loca-
tion. The parallel deficits appear in imagery: damage to
the ventral pathway disrupts the ability to visualize shape
(as used, for example, to determine from memory
whether George Washington had a beard), whereas
damage to the dorsal pathway disrupts the ability to visu-
alize locations (as used, for example, to indicate the loca-
tions of furniture in a room when your eyes are closed7).
Indeed, very subtle deficits can occur in imagery that
parallel the deficits found in perception. For example,
some brain-damaged patients can no longer distinguish
colours perceptually or in imagery8, and others can no
longer distinguish faces perceptually or in imagery9.

However, although the deficits in imagery and per-
ception often parallel each other, this is not always the
case. In a seminal literature review and analysis, Farah
showed that some patients have selective problems in
generating images, even though they are able to recog-
nize and identify perceptual stimuli4. In addition,
patients have been reported who could visualize, but
had impaired perception (for example, see REFS 10,11). In
short, the results from research with brain-damaged
patients indicate that visual mental imagery and visual
perception share many mechanisms, but do not draw
on identical processes. Although shape, location and
surface characteristics are represented and interpreted in
similar ways during both functions, the two differ in key
ways: imagery, unlike perception, does not require low-
level organizational processing, whereas perception,
unlike imagery, does not require us to activate infor-
mation in memory when the stimulus is not present.
For a review of the relationship between imagery and
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notes of familiar (non-verbal) melodies and then to con-
tinue ‘hearing the melody with the mind’s ear’. Again
using PET, they found activation in two regions of the
right temporal lobe (the superior and inferior temporal
cortex), which is consistent with their earlier study of
brain-damaged patients; both of these areas are involved
in storing and interpreting non-verbal sounds. More-
over, auditory imagery of a melody that required retrieval
from memory also activated two right-hemisphere
regions, in the frontal lobe and superior temporal gyrus
(which is crucial for auditory perception). Finally, the
supplementary motor area (SMA) was also activated by
auditory imagery, regardless of whether the melody was
retrieved or simply rehearsed online. This is interesting,
because no overt behaviour was required. Halpern and
Zatorre believe that stored movements are used in this
sort of imagery; this makes sense for melodies, in which
case we can subvocalize the tune as part of the process of
retrieving the information.

Finally, Griffiths25 reports a study of patients who
became deaf and then hallucinated hearing music. These
patients were neither psychotic nor beset with an obvious
neurological problem, such as epilepsy. Griffiths was able
to perform PET while the patients had such hallucina-
tions, and found that the posterior temporal lobes, in the
auditory cortex, were activated as well as the right basal
ganglia, the cerebellum and the inferior frontal cortices.

In summary, auditory imagery appears to draw on
most of the neural structures used in auditory percep-
tion. However, in contrast to visual imagery, in which
the early visual cortex seems to be activated (see below),
there is no evidence that the first auditory cortical area
to receive input from the ears — area A1 — is activated
during auditory imagery.

epilepsy), with otherwise similar control subjects. In one
condition, the subjects heard a familiar song while also
reading the lyrics, and judged which of two particular
words had the higher pitch. In another condition, the
subjects saw the lyrics and made the same judgements,
but did not actually hear the song, and so had to rely on
mental imagery. The patients with right temporal lesions
were impaired in both conditions compared with both
other groups.These findings show that at least some of the
neural structures that are crucial for pitch discrimination
during perception have a similar role during imagery.

Most neuroimaging research on auditory imagery
has focused on imagery for music. Zatorre et al.23 asked
whether auditory imagery draws on the same mecha-
nisms used in auditory perception. Their subjects either
listened to songs and judged the relative pitch of pairs
of words, or imagined hearing songs and made the
same judgements. No auditory stimulation was present
during the baseline condition, which required the sub-
jects to judge the relative length of visually presented
words. PET revealed that many of the same areas were
activated in common in these tasks (FIG. 1), including
bilateral associative auditory cortex, or Brodmann area
(BA) 21/22 (in spite of the fact that the left temporal
lobe has often been identified with the perception of
language, and the right with music or environmental
sounds), bilateral frontal cortex (BA 45/9 and 10/47),
left parietal cortex (BA 40/7) and supplementary motor
cortex (BA 6). The bilateral activation in associative
auditory cortex observed in this study, in apparent con-
trast to the patient studies, might indicate that some of
the activated areas were not essential to these tasks.

Indeed, in a subsequent study, Halpern and Zatorre24

asked musically trained subjects to listen to the opening

a b

Figure 1 | Auditory imagery. a | A subject lying in a positron emission tomography (PET) scanner, listening to or imagining music. 
b | The patterns of activation detected in auditory imagery (Ima) and perception (Per), compared with a visual baseline (B). Left- and
right-hemisphere sagittal slices are shown in both panels. The top panel shows activation in the superior temporal gyrus (STG).
Although activation was stronger during perception than in imagery, it was located in similar regions of the temporal lobes in both
conditions. In the bottom panel, similar areas of activation between imagery and perception were found in the supramarginal gyrus,
and in the middle frontal (Mid F) and inferior frontal (Ant Inf F) cortices. PET data panel reprinted with permission from REF. 23 © 1996
The MIT Press.
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Other neuroimaging studies have provided strong
support for the role of motor processes in mental trans-
formations. For example, Parsons et al.29 showed sub-
jects a picture of a hand, which could be rotated to vari-
ous degrees; the pictures were presented in the left visual
field (so the image was registered first by the right hemi-
sphere) or in the right visual field (so the image was reg-
istered first by the left hemisphere). The subjects were
asked to decide whether each picture showed a left or
right hand. Parsons et al.29 expected motor cortices to be
activated in this task if subjects imagined rotating their
own hand into congruence with the stimulus. Not only
was the supplementary motor cortex activated bilateral-
ly, but also the prefrontal and insular premotor areas
were activated in the hemisphere contralateral to the
stimulus handedness, indicating that subjects did, in
fact, imagine the appropriate movements. Many other
areas, including the frontal and parietal lobes, and basal
ganglia and cerebellum, were active, as was area 17.

Is motor imagery used only to rotate parts of the
body? Some researchers30–32 have suggested that people
often transform images by imagining what they would
see if the objects were manipulated in a specific way
(which might sometimes involve the operation of so-
called  ‘mirror neurons’; see BOX 1). One PET study direct-
ly compared rotation of hands versus inanimate objects15,
again using Shepard and Metzler’s three-dimensional
multi-armed stimuli28. The subjects compared pairs of
drawings and decided whether they were identical or mir-
ror images. In the experimental condition, the figures
were presented at different relative orientations, and one
had to be ‘mentally rotated’ into congruence with the
other; in the baseline condition, the figures were pre-
sented at the same orientation, so no mental rotation was
necessary. The comparison of the two conditions revealed
which areas were activated specifically by mental rotation.
The corresponding design was used for drawings of
hands, but now the subjects decided whether the two
hands in a pair were both left or both right, or whether
one was a left hand and one a right hand.

In this study15, several motor areas were activated
when subjects mentally rotated hands, including the pri-
mary motor cortex (area M1), premotor cortex and the
posterior parietal lobe. None of the frontal motor areas
was activated when objects were mentally rotated.
However, Cohen et al.14 used fMRI to study mental rota-
tion of exactly the same inanimate objects, and found
that the premotor cortex was activated in this task, but
in only half of the subjects.

The fact that only some subjects had activation in a
motor area during the mental rotation of inanimate
objects indicates that there could be two strategies for
performing such rotations. One strategy involves imag-
ining what you would see if you manipulated an object;
the other involves imagining what you would see if
someone else (or an external force, such as a motor)
manipulated an object. To test this idea, Kosslyn et al.33

asked subjects to perform the same mental rotation
task15, but with a twist: immediately before the task, the
subjects either saw a wooden model of that type of stim-
ulus (one not actually used in the task) being rotated by

Motor imagery. When people are asked to imagine walk-
ing to a specific goal placed in front of them, and to indi-
cate when they would have arrived, their estimates of
transit time are remarkably similar to the actual time
they subsequently require to walk that distance26. In such
tasks, people report that they imagine moving. Many
studies have now been carried out to investigate the
neural bases of such motor imagery, and to distinguish
motor imagery from purely visual imagery. Although
visual imagery can often accompany motor imagery,
researchers have documented that motor imagery relies
on distinct mechanisms. Specifically, many researchers
have shown that areas of cortex used in movement con-
trol also have a role in motor imagery. In a classic study,
Georgopoulos et al.27 recorded activity in individual neu-
rons in the MOTOR STRIP of monkeys while the animals
were planning to move a lever along a specific arc. They
found that these neurons fired in a systematic sequence,
depending on their orientation tuning. Specifically, at
first, only neurons tuned for orientations near the start-
ing position of the lever fired, followed by those tuned
for orientations slightly farther along the trajectory and
so on. All of this occurred before the animal actually
began to move. However, these findings do not show that
mental rotation occurs in the motor strip itself; it is pos-
sible that the computation takes place elsewhere in the
brain (for example, in the posterior parietal lobes), and
that the results of such computation are simply executed
in the motor strip.

Many neuroimaging studies of ‘mental rotation’ have
been reported, all of which have shown that multiple
brain areas are activated during mental rotation. For
example, Richter et al.18 measured brain activation with
fMRI while subjects mentally rotated the three-dimen-
sional multi-armed angular stimuli invented by Shepard
and Metzler28 (which look as if they had been construct-
ed by gluing small cubes together to form the arms).
Subjects were shown pairs of such shapes and asked to
report whether the figures in each pair were the same or
mirror reversed. Richter et al.18 report that the superior
parietal lobules (in both hemispheres) were activated
during this task, as well as the premotor cortex (in both
hemispheres), supplementary motor cortex and the left
primary motor cortex.

Box 1 | Mirror neurons

A subpopulation of neurons in area F5 of the monkey brain (itself part of premotor
cortex) responds selectively not only when the animal performs specific actions with the
hand or mouth, but also when the animal observes the same actions being performed by
another monkey (or human)57. Such neurons have been labelled ‘mirror neurons’.
Neuroimaging and transcranial magnetic stimulation (TMS) studies have shown that the
human premotor cortex is activated when humans observe other people’s actions (for
example, see REFS 58–62), consistent with the existence of mirror neurons in the human
brain. The likely homologue of area F5 in humans is Broca’s area (typically characterized
as being involved in speech production), which has prompted some authors to propose
that the mirror neurons in humans might have a crucial role not only in imitation, but also
in language acquisition. Mirror neurons might also be involved in motor imagery,
consistent with the idea that people often transform images by imagining what they would
see if the objects were manipulated in a specific way. For further discussion of mirror
neurons, see REF. 63 in this issue of Nature Reviews Neuroscience.

MOTOR STRIP

Primary motor cortex (area M1).
Part of the frontal lobe, which is
used to control fine-grained
movements.
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describe it. (In other words, this would be evidence that
mental imagery relies on actual images.) Second, such
findings could not be explained solely by ‘tacit knowl-
edge’ stored as descriptions, which Pylyshyn38 used to
explain away the findings from earlier behavioural
experiments that attempted to show that imagery relies
on depictive representations. According to this view,
subjects in imagery experiments could have uncon-
sciously tried to imitate what they thought they would
have done in the corresponding perceptual situation
(for example, by taking more time to scan farther dis-
tances across an imaged scene). But such tacit knowledge,

an electric motor, or physically turned the stimulus
themselves. They were told that during the task they
should imagine the stimuli being rotated just as they had
seen the model rotate at the outset. In this experiment,
area M1 was activated when subjects mentally rotated
stimuli after having themselves physically rotated the
stimulus (and then imagined themselves doing so),
but not when they saw the electric motor rotating the
stimulus at the outset (FIG. 2).

The results show that imagining oneself manipulat-
ing an object is one way in which the mental transfor-
mation of objects in general (not just body parts) can
take place; furthermore, they show that humans can
voluntarily adopt this strategy, or use a strategy in which
they imagine what they would see if an external force
transformed an object.

Finally, we can ask whether the primary motor cortex
has a functional role in allowing subjects to manipulate
objects in images. It is possible that the actual compu-
tation is taking place in another area that incidentally
activates the primary motor cortex. To test this hypothe-
sis, Ganis et al.34 disrupted function in the left primary
motor cortex by administering TMS while subjects
mentally rotated pictures of hands and feet (with the to-
be-rotated stimulus appearing in the right visual field).
The TMS was time-locked so that it disrupted neural
processing only a specific amount of time after the stim-
ulus appeared. Subjects required more time to perform
this task if a single magnetic pulse was delivered to the
motor strip (roughly over the ‘hand area’) 650 ms after
the stimuli were presented (but not at the other tempo-
ral delays tested); moreover, rotation of hands was
impaired more than rotation of feet, as expected if this
area is specialized for controlling the hand. Within the
limits of the spatial resolution afforded by the TMS
technique, these results indicate that activation in this
area reflects processing used to perform the task.
However, we cannot say whether this area is the main
site of processing, or relays information that is computed
elsewhere in the brain.

So, mental imagery can engage the motor system.
This finding could help to explain why ‘mental practise’
can improve actual performance35–37. In this case, imag-
ining making movements might not only exercise the
relevant brain areas, but also build associations among
processes implemented in different areas, which in turn
facilitate complex performance.

Imagery and early visual cortex
Much research on the neural bases of visual imagery
focuses on whether early visual cortex is activated dur-
ing imagery. The early visual cortex comprises areas 17
and 18, the first two cortical areas to receive input from
the eyes. Researchers have asked whether visual imagery
activates these early areas for three main reasons. First,
these areas are topographically organized: they preserve
(roughly) the local spatial geometry of the retina, so pat-
terns of activation in them depict shape. If these areas
are activated during imagery, and such activation has a
functional role, this would be evidence that imagery
relies on representations that depict information, not

Internal External

a

b

Figure 2 | Mental rotation. a | At the outset of the Kosslyn 
et al.33 study, the participants learned to visualize mental
rotation by either external action (rotation driven by an electric
motor) or internal action (rotation driven by manual turning of
the figure). b | Using positron emission tomography (PET), an
axial brain slice taken 56 mm above the anterior commissure–
posterior commissure (AC–PC) line shows activation in the
primary motor cortex (M1) when data from the external-action
condition were subtracted from those of the internal-action
condition. Depending on the strategy used, motor regions of
the brain are recruited during mental rotation. The result also
shows that the strategy used to accomplish a given task can
vary according to previous training, and can be adopted
voluntarily. PET data panel reprinted from REF. 33 © 2001
Lippincott Williams & Wilkins Ltd.
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the activation to more anterior parts of the calcarine sul-
cus (the principal anatomical landmark of area 17), just
as is found in perception proper41. This result was repli-
cated by Tootell et al.42 using fMRI with a precise
method to localize area 17; there is no doubt that vary-
ing the size of objects in mental images shifts the locus
of activation along area 17 in a way that resembles what
occurs during perception.

Second, Klein et al.43 used event-related fMRI to chart
activation in area 17 when visual mental images were
formed. They found clear activation in every subject,
with a clear-cut temporal pattern: activation began about
2 s after an auditory cue to form an image, and peaked
around 4–6 s later, before dropping off during the next 8
s or so. But does such activation have a functional role in
imagery? In another study, illustrated in FIG. 3, subjects
memorized four quadrants, each with black and white
stripes (which varied in length, width, orientation and
separation), and later had to visualize them and make
subtle shape comparisons; for example, in identifying
which set had longer or wider stripes19. PET scanning
showed that area 17 was activated during this task.
Moreover, when repetitive TMS was applied to area 17
before the task, every subject subsequently required more
time to make these judgements than when repetitive
TMS was applied so that it did not affect area 17. Indeed,
the magnitude of the decrement in performance was the
same when subjects had their eyes closed and visualized
the stripes, as when they had their eyes open and made
judgements based on visible stripes. This makes sense if
area 17 is crucial in both the imagery and perceptual ver-
sions of the task. Indeed, Farah et al.44 found that after

stored as descriptions, would not explain why early
visual cortex would be activated when subjects had their
eyes closed during imagery. Third, if imagery can alter
the activation of early visual cortex, this indicates that
our beliefs and expectations can (at least under some
circumstances) modulate what we actually see during
perception. This finding would have clear-cut implica-
tions for the reliability of eyewitness testimony and,
more generally, the veracity of visual memory.

More than 50 neuroimaging studies have examined
activation in the early visual cortex (for review, see REF. 39).
The studies used, in decreasing order of sensitivity, fMRI,
PET and SINGLE-PHOTON EMISSION COMPUTED TOMOGRAPHY

(SPECT). To our knowledge, 21 fMRI, 11 PET and two
SPECT studies have reported activation in the early
visual cortex during visual mental imagery, compared
with three fMRI, 13 PET and seven SPECT studies that
reported no such activation.

The following studies seem to provide the strongest
support for activation in the early visual cortex during
visual mental imagery. The subjects had their eyes closed
during all of the neuroimaging tasks, so activation of the
early visual cortex could not have been caused by seeing
patterns. In one study, subjects were asked to visualize
line drawings of objects at different sizes (as if they fit
into boxes that were memorized before the PET scan)40.
Not only was area 17 activated when compared with a
control condition in which identical auditory cues were
provided but no imagery was used, but also the specific
locus of activation depended on the size of the imaged
object. Even though the subjects’ eyes were closed, the
mere fact of visualizing an object at a larger size shifted
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Figure 3 | Area 17 is involved in visual imagery. Before the imagery condition, the participants memorized the stimulus display.
They also learned which quadrants were labelled by the numbers 1, 2, 3 and 4. During the imagery task, the participants visualized
the entire display, and then listened for the cue to compare two quadrants on a specific dimension. Their task was to decide whether
the stripes in the quadrant named first had a pattern that was greater on the named dimension (for example, longer stripes) than the
stripes in the quadrant named second; if so, they were to press one button, if not, the other button. The participants were told that
they should visualize the entire display and ‘look’ at the image to make the discrimination. Repetitive transcranial magnetic stimulation
(rTMS) applied to the medial occipital cortex was performed using a magnetic stimulator and a figure-of-eight coil. During real rTMS,
the centre of the coil targeted the tip of the calcarine fissure (note that the coil positions in the figure are shown for illustrative purposes
only). During sham rTMS, the induced magnetic field did not enter the brain, although the touch on the scalp and the sound of the coil
being activated were comparable to those in the real rTMS condition. Performance on the imagery task after rTMS is illustrated for
each individual subject (n = 5); performance degraded (response times increased to a comparable degree) in the real rTMS condition
in both perception and imagery. Behavioural data panel reprinted with permission from REF. 19 © 1999 American Association for the
Advancement of Science.

SINGLE-PHOTON EMISSION

COMPUTED TOMOGRAPHY

(SPECT). A method in which
images are generated by using
radionuclides that emit single
photons of a given energy.
Images are captured at multiple
positions by rotating the sensor
around the subject; the three-
dimensional distribution of
radionuclides is then used to
reconstruct the images. SPECT
can be used to observe
biochemical and physiological
processes, as well as the size and
volume of structures.



© 2001 Macmillan Magazines Ltd
NATURE REVIEWS | NEUROSCIENCE VOLUME 2 | SEPTEMBER 2001 | 641

R E V I E W S

(which have much smaller RECEPTIVE FIELDS, and so higher
resolution) if we are to extract fine-grained details from
the imaged object.

Imagery: the world within
The great behaviourist B. F. Skinner50 wrote:“There is no
evidence of the mental construction of images to be
looked at or maps to be followed. The body responds to
the world, at the point of contact; making copies would
be a waste of time.”We hope that we have convinced you
that the first part of this claim is incorrect: images are in
fact internal representations.We now briefly consider the
second part: whether having such representations is a
waste of time.

There is much evidence that imagery of emotional
events activates the autonomic nervous system and (as is
also evident in single-neuron recordings in humans) the
amygdala. That is, visualizing an object has much the
same effects on the body as actually seeing the object. For
example, skin conductance increases, as do heart rate
and breathing rate, when subjects view pictures of
threatening objects51; and the same result occurs when
they merely visualize the objects. Indeed, mental
images of aversive stimuli activate the anterior insula52,
the principal cortical site of feedback from the auto-
nomic nervous system. In addition, Kreiman, Koch and
Fried53 recorded from single cells in the human brain
(hippocampus, amygdala, enthorinal cortex and para-
hippocampal gyrus) while subjects were shown pic-
tures or formed mental images of those same pictures.
Some of the cells that responded selectively when sub-
jects viewed specific visual stimuli (for example, faces)
also responded selectively when those same stimuli
were visualized. Of particular interest, this pattern was
seen in the amygdala, which is known to have a key role
in certain emotions, especially fear and anger54,55. So,
imagery can engage neural structures that are also
engaged in perception, and those neural structures can,
in turn, affect events in the body itself.

Conclusions
Imagery is no longer seen as an awkward leftover from a
previous, less rigorous age — a topic unfit for polite
company. Rather, researchers agree that most of the
neural processes that underlie like-modality perception
are also used in imagery; and imagery, in many ways,
can ‘stand in’ for (re-present, if you will) a perceptual
stimulus or situation. Imagery not only engages the
motor system, but also affects the body, much as can
actual perceptual experience.

Nevertheless, many questions remain. For example,
under what circumstances is the early sensory cortex
recruited during imagery? Why is the early sensory cor-
tex often recruited during visual mental imagery, but not
during auditory imagery? Why do people differ so much
in their imagery abilities? Does genetics affect some
aspects of imagery more than others? How does semantic
content in images engage specific mechanisms?

Unlike the situation even 20 years ago, questions such
as these can now be answered. Indeed, the advent of addi-
tional technologies, such as DIFFUSE OPTICAL TOMOGRAPHY56

one occipital lobe was surgically removed from a patient
(as part of a medical treatment), the apparent horizontal
extent of objects in images decreased by approximately
half, as expected if each occipital lobe represents the
contralateral part of space.

Finally, in another PET study, subjects closed their
eyes and visualized named letters of the alphabet in
upper case45. Four seconds after forming the image, they
were asked to judge whether the letter had a specific
characteristic (such as any curved lines); the response
times and error rates were recorded while their brains
were scanned. Not only were variations in the level of
activation in area 17 significantly correlated with the
time subjects required to make the judgements, but this
correlation was present even after all other correlations
between variations in regional cerebral blood flow and
response time were statistically removed.

The results indicate that activation in area 17 is sys-
tematically related to spatial properties of the imaged
object — if area 17 is impaired by TMS or brain dam-
age, so is the use of visual imagery — and is not likely to
be an artefact of activation in other areas that is trans-
mitted incidentally (via neural connections) to area 17.

Given these positive results, why have so many stud-
ies failed to find activation in area 17? A meta-analysis
that we recently completed (see also REF. 39) indicates
that the sensitivity of the technique is important (note
the proportion of fMRI studies that detected such
activation versus those that did not, 21:3, compared
with the corresponding proportion for the much less
sensitive SPECT technique, 2:7). In addition, the meta-
analysis revealed that if a task requires subjects to find a
HIGH-RESOLUTION DETAIL in an image (such as by evaluating
the shape of an animal’s ears or comparing two similar
sets of stripes), activation in early visual cortex is likely.
If a task requires a spatial judgement (which might be
mediated by the parietal lobe), activation is less likely.
Many of the studies that did not report activation in
early visual cortex used spatial tasks46–48. Finally, prelim-
inary results of the meta-analysis indicate that the pres-
ence of light might facilitate visual mental imagery. If
this result proves to be robust, it could provide impor-
tant hints about the mechanisms of visual mental
imagery; it is possible that light stimulates early visual
cortex in a way that facilitates top–down processing
during imagery.

A second puzzle is why some brain-damaged patients
continue to have some use of imagery, in spite of the fact
that early visual cortex has been severely damaged5.
Probably the most straightforward account of this find-
ing is that the early visual cortex is not necessary for all
forms of visual imagery. Indeed, Crick and Koch49 make
a good case for the idea that the experience of visual per-
ception does not arise from the early visual cortex, but
from later areas that receive input from the earlier ones.
The same is probably true in imagery: if later areas are
activated in the absence of the appropriate immediate
sensory input, we can experience visual imagery.
However, such later areas do not make fine spatial varia-
tions accessible to later processes, and so we apparently
need to reconstruct the local geometry in earlier areas

HIGH-RESOLUTION DETAIL

A feature of a visual percept or
image that requires high
resolution (operationalized here
as 0.5° of visual angle or less, as
viewed from the subject’s
vantage point) to discern. A
meta-analysis indicates that the
early visual cortex is activated
during visual mental imagery
when the task requires the
extraction of high-resolution
details from a visualized stimulus.

RECEPTIVE FIELD

The area of the sensory space in
which stimulus presentation
leads to the response of a
particular sensory neuron.

DIFFUSE OPTICAL TOMOGRAPHY

(DOT). A neuroimaging
technique that uses arrays 
of lasers and detectors to
measure changes in the
absorption of near-infrared 
light caused by neural
activation. The most widely
used type of DOT measures
changes in blood oxygenation
caused by neural activity.
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differences in performance, which should, in turn, tell us
not only about what the brain is doing, but also about
how and why people differ in their modes of thinking.

(DOT), promises to facilitate studies of the neural bases
of imagery. This technique is portable, very inexpensive,
and more forgiving than fMRI when subjects move. It is
also totally silent. The drawback is that it can only moni-
tor cortical activity, and not even all of that. However, it
can assess the lion’s share of cortex, and will allow large-
scale individual-differences studies to be done. Such stud-
ies can relate differences in patterns of brain activation to
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