
Drawing Causal Inferences
Whether it is inductive theorizing and research (looking for empirical relationships) or deductive theorizing and research (testing hypotheses), we are likely to assert causal/functional propositions (i.e., to make causal inferences).  However, as David Hume shows in A treatise of human nature, we cannot see causation directly. We only infer causal connection. Somehow, we feel more comfortable with the proposition "X causes Y" when the inference is drawn under certain evidentiary conditions, which are as follows: 1) evidence that the alleged cause preceded the alleged effect ("temporal priority"); 2) empirical evidence that the alleged cause and effect occur together ("contiguity"); 3) logical evidence that ties them together ("constant conjunction"); and 4) evidence that alternative explanations are implausible. Let’s examine each of these criteria.

Alleged Cause Precedes Alleged Effect. Consider the following assertion. "An increase in teachers' authority to make curricular decisions (independent variable) fosters an increase in teachers' attachment to their school." This proposition (it could be an empirical generalization from research) seems plausible only if there is evidence that teachers' authority to make curricular decisions preceded an increase in teachers' attachment to their school. Evidence of temporal priority might be supplied by observation, experimental control, and/or commonsense reasoning (e.g., it isn’t likely that a house burned down and then someone smoked in bed). 

Empirical Evidence of Association. The inference that an increase in teachers' authority to make curricular decisions fosters an increase in teachers' attachment to their school, is more compelling if we have data showing that these two variables changed in close succession (V->Y: a proximal relationship) or in a sequence of variables that changed in close succession (V->W->X->Y: a distal relationship), and in the order asserted. Similarly, we can conclude that a family training program produced beneficial effects only if we have evidence of change in families and evidence that family members attended meetings, understood what was presented during meetings, and read and understood materials. 

Evidence Provided by Inductive Logic. Logical evidence is obtained by designing research, analyzing data, and interpreting findings such that we can apply one or more of John Stuart Mill's methods of inductive inference, as described in his A system of logic. These methods include: concomitant variation, agreement, difference, joint agreement and difference, and residues. 

1. The method of concomitant variation. If two variables are changing with respect to one another (e.g., both are increasing, both are decreasing, or one is increasing and the other is decreasing) while everything else remains at about the same level, then we have logical evidence that one variable is a cause or an effect of the other (or they are both being changed by a third variable.) 

For instance, an experiment was conducted to see how to increase the time on task in a student with severe attention difficulties.  During the first experimental period (A1 or Baseline), the teacher was asked to go about her business and teach as usual.  An observer ran a stop watch, recording when the student was on task.  In the next experimental period (B1), the teacher was coached to reinforce the student periodically (with encouragement) when the student was on task. 
In the third experimental period (A2), called a "reversal," the teacher was asked to do what she used to do during first A period.  And during the final period (B2), she was asked to go back to reinforcing on task behavior. 

Let's say that we graph the number of minutes on task per 30 minutes lessons. When the student received little reinforcement (the A periods), time on task was low; when the student received a lot of reinforcement, time on task went up.  Since nothing else in the classroom was changing along with changes in the teacher's responses to time on task, it is plausible to infer that changes in the teacher's responses somehow caused concomitant changes in the student’s time on task.
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2. The method of agreement. Imagine that we study twenty failed school reform efforts. Each school and each reform effort was a different configuration of variables (e.g., school size, socioeconomic status of school, location, teacher-student ratio, speed of reform). Despite these differences, however, all of the schools and failed reform efforts had one thing in common--staff did not fully understand and were not fully committed to the mission or the reform plans. Since nothing else in the schools and plans was common across the schools, it’s reasonable to infer that the way in which they "agreed" (i.e., were the same) was the cause of the failed reform efforts. 

3. The method of difference. Mill's method of difference is the form of inductive logic used in the typical pre-test, post-test, experimental-group, control-group study. Let us say that we have a pool of 50 families whom we randomly assign to two comparison groups. One group receives written materials, ten weekly group meetings, and weekly home visits aimed to improve family interaction and home teaching. The second group receives written materials only. We compare pre-test and post-test scores on the quality of family interaction and home teaching. Families in the first group have significantly larger pre-post-test differences. What can we infer? Since we randomly assigned families to the two groups, any personal and family differences that might have accounted for improvement or lack of improvement (e.g., religion, support network, expectations of success, initial teaching skill) had an equal chance of being in each group. Therefore, we can assume that the groups were fairly similar on these extraneous factors. (Of course, we could also measure those factors that we think are important and see how similar the two groups actually are.) Since the only other systematic difference between the two groups (which we know about) was group meetings and home visits, it seems likely that these two features of the training made the difference in the amounts of improvement. 

4. The joint method of agreement and difference. This method combines the methods of agreement and difference. Let’s take the above research on family training one step farther. We compared pre-post-test scores of families in the two groups which systematically differed only on whether they received written materials or received materials, meetings, and home visits. We used the method of difference to infer that the meetings and home visits accounted for the difference in improvement. Now imagine that, in addition, we obtain a large sample of families who differ in many ways (income, ethnicity, education, etc.). In each family we examine the quality of family interaction and teaching (dependent variables). We also examine whether each family reads materials on interaction and teaching (e.g., books, magazines), is part of some kind of group in which family interaction and teaching are discussed, or receives any in-home assistance or support (e.g., from relatives or other families) (independent variables). If we find that families who attend family-oriented meetings and receive home assistance also have higher quality family interaction and teaching, then we have logical evidence through the method of agreement that these variables make a difference. In summary, the combined use of the methods of agreement and difference provides compelling evidence. 
5. The method of residues. Imagine a situation in which some phenomenon (Y) might be explained by four factors. We may be able plausibly to infer the one factor that is the cause through a process of elimination. If we know that factor 1 is a cause of Q, factor 2 is a cause of R, and factor 3 is a cause of S, then factor 4, the only one left, is likely to be the cause of Y. As Sherlock Holmes used to tell Dr. Watson, when you eliminate all of the other possible explanations, the one that remains, improbable though it may seem, must be the correct explanation. 

Ruling Out Rival Hypotheses [See Extraneous Variables and Internal and External Validity, below.]  Let’s say we have satisfied the first three criteria for drawing a plausible and compelling causal inference. 1) We have evidence that the alleged causes preceded the alleged effects; 2) We have empirical evidence (data) that the two variables changed, and that they changed in the way that was asserted; and 3) We have used Mill's methods to provide logical evidence of a causal connection. Now we must show that rival explanations are implausible. 
Consider the inference that children's rate of aggression changed as a function of change in teacher's responses to aggression vs. nonaggression. Surely it is possible that other variables caused some or all of the change in children's behavior. We must identify as many of these extraneous variables as we can and see if they provide plausible "rival" explanations. Below are some possibilities.

1. There were changes in some children's diets during the experiment (e.g., less sugar and less food additives). [Our data show that there were no such changes.] 

2. There were changes in some children's participation in sports after school. Increased exercise calmed the children. [Our data show that only two children increased their amount of exercise. This couldn’t account for more than a small amount of change in the rate of aggression for the class.] 

3. Maturation accounted for change in aggression and nonaggression. [It is unlikely that the children matured in the B1 period, regressed in the A2 period, and matured again in the B2 period--all coincidental with changes in the behavior of the teacher.] 

4. During the A1 and A2 periods (when rates of aggression were high), the children were given harder tasks. Frustration was the cause of their aggression. [Our data show that the tasks were the same across all four periods.] 

5. Some children were put on medication during the experiment. This caused a decrease in aggression. [Our data show that four children were put on medication during the experiment. However, two of these children were on medication during the A1 period (when the rate of aggression was high), and all four of the children were on medication during the A2 (reversal) phase, when aggression rose again. If we cannot say that medication decreased aggression during the A1 and A2 periods, it is unreasonable to think that medication worked during the B1 and B2 periods.] 

6. The children's rates of behavior were really the same across the four experimental periods. The apparent changes were the result of measurement error or bias. [In fact, observers were trained to high levels of reliability before the experiment began. Their reliability was checked periodically during the experiment and was high. Moreover, observers were "blind" to the experimental periods and did not know what the hypotheses were.]
By showing that rival explanations are either false or implausible, it is likely that our explanation is correct.
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