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Evaluation of a Collaborative Program on Smoking
Cessation: Translating Outcomes Framework Into Practice

MARIANNA B. SHERSHNEVA, MD, PHD; CHRISTOPHER LARRISON, BA; SHEILA ROBERTSON, MPH; MIKE SPEIGHT, BS

Introduction: Although evaluating at multiple outcome levels has been proposed for continuing education activities
and programs, it is a complex undertaking and is not done routinely, especially in collaborative, multicomponent
programs. This article reports on strategies used and results obtained in an evaluation project that examined multiple
outcomes of a US-based collaborative, multicomponent smoking cessation educational program for clinicians.

Methods: Evaluation was organized conceptually around the 6 levels of an outcomes-based evaluation model
and was conducted using registration data, postactivity evaluations, clinical vignettes with questions assessing
knowledge and competence in participants and in a comparison group, a commitment to change approach,
data from patient charts to assess clinician compliance on 8 performance measures, and tobacco cessation rates.
Additional methods included a success case method study of 9 practices participating in performance improvement
(PI) activities and assessment of partner collaboration using a written survey and interviews.

Results: The program reached more than 43,000 clinicians who participated in a variety of activities. Participants
indicated a high level of satisfaction with the program’s educational activities and demonstrated higher scores than
a comparison group on 6 of 7 competencies. The majority of participants who responded to commitment to change
questions reported intended and implemented practice changes consistent with desired outcomes. Performance
outcomes of 3 PI activities varied, with greater improvements observed in 1 activity (9.0% to 36.2% improvement
across 8 measures). Lower performance outcomes, but a smoking quit rate of 46.8%, was observed in 2 other PI
activities.

Discussion: The program had an overall positive impact on the measured variables for clinicians and their patients.
Use of 1 outcomes assessment framework acceptable to all members of the collaborative, common measures and
evaluation techniques, and centralized data repositories contributed to the success of the program evaluation
reported here and is recommended to others who are considering a collaborative program evaluation.

Key Words: collaborative educational program, evaluation, outcomes assessment, continuing medical education

Introduction

In 2007, 9 US-based organizations established the
Cease Smoking Today (CS2day) partnership for clinician
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education, aimed at reducing the number of persons who
smoke.a The target audience included primary care physi-
cians, cardiologists, pulmonologists, psychiatrists, pharma-
cists, physician assistants, nurse practitioners, and nurses.
The CS2day program was based on a multisource needs as-
sessment, curriculum based on the 5 A’s best practice algo-
rithm (ie, Ask, Advise, Assess, Assist, and Arrange),2 and
approaches to continuing education that were known to be
effective, such as using active learning strategies3 and antic-
ipating barriers to change.4

The resulting program consisted of 150 live activ-
ities, 4 comprehensive performance improvement (PI)
projects, 15 enduring activities, 3 educational exhibits,
83 tools for educators and clinicians, and a Web portal

aThe organizations include California Academy of Family Physicians, CME
Enterprise, Healthcare Performance Consulting, Interstate Postgraduate
Medical Association, Iowa Foundation for Medical Care, Physicians’ In-
stitute for Excellence in Medicine, Purdue University School of Pharmacy
and Pharmaceutical Sciences, University of Virginia School of Medicine,
and University of Wisconsin School of Medicine and Public Health. See
the article by Olson and colleagues,1 “Factors Contributing to Successful
Interorganizational Collaboration,” in this supplement.
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(www.ceasesmoking2day.com). More than 400 education
credits were available to learners in 10 credit types, includ-
ing AMA PRA Category 1TM; American Academy of Nurse
Practitioners (AANP); American Academy of Physician As-
sistants (AAPA); Accreditation Council for Pharmacy Ed-
ucation (ACPE); and Maintenance of Certification (MOC)
Parts II and IV points. The program was funded in part by an
unrestricted educational grant from Pfizer.

Evaluating a program of this size and complexity
presents interesting challenges. Program evaluation in con-
tinuing medical education/continuing professional develop-
ment (CME/CPD) in the United States has long relied only
on enrollment numbers and learner satisfaction.5 In spite
of 20 years of increased emphasis on outcomes and ac-
countability regarding physician performance and clinical
improvements,6,7 only a minority of recent CME/CPD eval-
uations assessed educational impact at the levels of perfor-
mance and patient outcomes, and only a small part of this
minority assessed impact at all outcome levels.8 Likely rea-
sons for this situation include high time and resource costs8;
multiple influences on outcomes, which limits attribution9;
insufficient assessment procedures6,10; and difficulty obtain-
ing access to data.11

Members of the CS2day collaborative wanted the program
to impact the significant public health problem of smoking
beyond attendance and satisfaction measures. It is increas-
ingly recognized in the CME/CPD field that establishing
collaborative arrangements among CME/CPD providers and
agencies specialized in educational technologies12 allows
the resulting collaboration to leverage, combine, and capi-
talize on each other’s strengths.13 Collaboration constitutes
a promising way to reduce some of the barriers to com-
prehensive evaluation through the synergy that would result
from complementary capabilities and resources. Because the
CS2day program was being offered through the efforts of a
collaborative, it seemed to us that there would be resources
and expertise available within the collaborative that would
address some, if not all, of the reasons why the entire hierar-
chy of outcomes using multiple indicators is not used more
regularly.

Thus, we undertook to evaluate a multicomponent educa-
tional program at multiple levels of desired outcomes using
the resources and expertise available among the collabora-
tive partners. This article describes our efforts, reporting the
strategies that we used and the results that we found.

Methods

The major purpose of summative evaluation of the CS2day
program was to document changes in clinicians’ competence
and performance with respect to the 5 A’s best practice al-
gorithm (ie, Ask, Advise, Assess, Assist, and Arrange),2 and
the changes in the quit rates of patients who smoked. Other
purposes were to collect data for comparisons among vari-
ous program components and learn how chosen evaluation
approaches worked when applied to a complex collaborative

program. Formative evaluation was continuous and aimed at
improvement of ongoing activities and partner collaboration.
All findings were to be used in decision making about future
programming.

Both formative and summative evaluations were concep-
tually organized around the 6 levels of the outcomes-based
CME evaluation model proposed by Moore in 200314 (see
Table 13-1). Similar to other multilevel models, such as Kirk-
patrick’s 4 levels of training evaluation,15 Moore’s model
reflects logical progression from learning to learner perfor-
mance, and to outcomes of their performance, but it specifies
“patient health status” and “population health status” as the
2 highest levels, making it most applicable to the health care
domain.b To conduct activity evaluations, we used evaluation
instruments that we developed collaboratively by adopting
and adapting existing forms or creating new ones.

To document outcomes at Level 1—Participation,14 the
partners tracked attendance and participant-specific infor-
mation, including degree and specialty, in a common
database. Level 2—Satisfaction14 was assessed through stan-
dard postactivity questions about perceived appropriateness
of content, faculty effectiveness, and the effect on clinical
practice.

Level 3—Learning14 refers to changes in knowledge,
skills, attitude, and competence, where competence is de-
fined as the capability to act.5 Outcomes at this level were
assessed using clinical vignettes.16 Fifteen developed vi-
gnettes were categorized by competency derived from the
5 A’s algorithm—Ask about tobacco use, Advise to quit, As-
sess readiness to quit, Assist with cognitive/behavioral strate-
gies, Assist with medication, Assist with relapse prevention,
and Arrange for follow-up. Each vignette had 2 to 4 ques-
tions focused on knowledge or competence. The selection of
vignettes for each activity was based on the target audience
and learning objectives. A comparison group of 157 physi-
cians who did not participate in CS2day activities answered
the vignettes applicable to their specialties. When analyzing
data, responses to vignettes were scored, the mean score for
each vignette was calculated, mean scores were grouped by
competency, and the weighted mean score was calculated
for each competency based on the number of responses. For
each competency, the difference between participants and
the comparison group was documented as the percentage of
participant mean score exceeding/being less than the com-
parison mean score.

Outcomes at Level 4—Performance14 were assessed using
2 methods: a commitment-to-change (CTC) approach and a
registry to track performance data on measures. We used the
CTC approach with and without follow-up17 as a proven sur-
rogate measure of actual performance change.18,19 In some
activities, we embedded a request to list intended changes
resulting from attending the activity into the postactivity

bThe 2003 outcomes framework14 was expanded by Moore and colleagues
in 20097 but the CS2day partners made a decision to stay with the 2003
framework that was consistent with the original evaluation plan.
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evaluation. In a smaller number of activities, we comple-
mented this approach by (1) collecting intended changes post
activity from a sample of participants using a separate CTC
card; (2) reminding them 4 to 6 weeks post activity of their
commitments; (3) asking them if they were able to accom-
plish their commitments and, if not, what barriers prevented
them from accomplishing their commitments; and (4) inter-
viewing some of them about their commitments and barri-
ers they might have encountered. In one PI activity, partici-
pants were asked about changes in practice only at follow-up
3 months post workshop.

The second method of assessing performance outcomes
was a patient registry. Eight CS2day clinical performance
measures derived from the tobacco cessation guideline2

were used by participants of PI activities to assess their
performance by entering data from charts into either the
CareMeasuresTM registry or the CME 360® registry.c

The CareMeasuresTM registry also allowed for tracking of
changes in patient smoking status (eg, when a smoker turned
into a former smoker). Thus, patient health status data (Level
5—Patient Health14) and, cumulatively, population health
status data (Level 6—Population Health14) were available.

All certified activities were to be evaluated up to Level
4—Performance14 and PI activities at all 6 levels. Quanti-
tative outcomes data were to be analyzed by activity and,
where possible, aggregated to see the overall impact of the
CS2day activities. Statistical analysis was limited to descrip-
tive statistics.

Two additional evaluation components included a success
case method (SCM) study and formative assessment of part-
ner collaboration. The SCM study explored the mechanisms
linking education and practice changes in the PI activities.20

Collaboration assessment included a written partner survey21

and interviews about collaboration experience conducted by
an external evaluator.

CS2day evaluation was a shared responsibility. Data from
activities sponsored by the partners were collected into cen-
tralized databases and analyzed by a multiorganizational
team. At the end of the second year of the initiative, this
team prepared a detailed final report and several supplemen-
tal reportsd for use by the partners, program planners, faculty,
and the grantor.

Results

Outcomes were tracked consistently in every activity at mul-
tiple evaluation levels (TABLE 1). The majority of the fol-
lowing results were taken from the final report, which con-
tained data as of January 2010. However, outcomes of the PI
activities and TABLE 1 reflect updated data through March
2011.

cThe CareMeasuresTM registry (www.encompassonline.com) is supported
by one partner (Iowa Foundation for Medical Care). The CME 360® registry
is supported by CECity (www.cecity.com).
dCopies of the final report/supplemental reports are available upon request.

Level 1—Participation

The CS2day initiative reached more than 43,000 clinicians
from all 50 states via certified educational activities, educa-
tional exhibits, and tool dissemination through March 2011.
Based on data from 13,971 participants who participated in
certified activities through January 2010 and responded to
a question asking about their profession, 64% were physi-
cians (the majority of whom [80%] represented the main
target specialties), 14% were nurse practitioners and nurses,
10% were pharmacists, 8% were physician assistants, and
the remaining 4% were other health care professionals.

Level 2—Satisfaction

A pool of satisfaction questions was available from which
activity planners could select questions for individual activ-
ity evaluations. Overall, participants indicated that they were
satisfied with the program’s educational activities. For exam-
ple, participants seemed to agree that the CS2day activities
would make them more effective in clinical practice, with a
mean score of 4.1 on a scale from 1 = low to 5 = high (5,472
responses). Also, participants reported that the curriculum
was appropriate to their clinical practice: 4.2 on a scale from
1 = low to 5 = high (7,948 responses).

Level 3—Learning

Outcomes at Level 3—Learning14 were drawn from evalua-
tions where clinical vignettes were used (FIGURE 1). Six of
the 7 competencies showed participant scores exceeding the
comparison group scores.

Level 4—Performance

Many participants who responded to CTC questions reported
intended and implemented practice changes that were con-
sistent with desired outcomes. Because different CTC in-
struments were used across activities, it was not possible
to aggregate all CTC data into 1 analysis. We provide sev-
eral example results below where data were aggregated for
activities using the same instrument.

The CTC approach was integrated into state chapter meet-
ings of the American Osteopathic Association, a symposium
sponsored by the American Academy of Nurse Practition-
ers, and a symposium sponsored by American Academy of
Physician Assistants. Post activity, 1,071 of 2,829 partici-
pants (38%) of these events completed a CTC form, and 576
(54%) of the respondents state chapter meetings indicated a
total of 813 intended changes. These changes were in line
with the educational objectives and competencies, with the
largest proportion of change statements related to advising
patients to quit (28%) and assisting patients in developing
a quit plan (28%). At follow-up, 215 participants who re-
sponded confirmed that 227 (82%) of 277 changes that they
initially planned were implemented (FIGURE 2).
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FIGURE 1. Tobacco Cessation Competencies Measured Using Clinical Vignettes: Relative Percent Difference Between Mean Competency Scores of CS2day
Participants Post Activity and Comparison Group

The majority of participants attending pharmacy regional
meetings who responded to the CTC questions post activity
(n = 779; 45%) were likely or very likely to implement at
least 1 practice change: the percentage varied from 68% to
75% across 5 categories of changes (ie, Ask, Advise, Rec-
ommend Medications, Counseling, and Refer). Participants
of pharmacy webinars who responded to the CTC questions
(n = 268; 41%) were less likely (39% to 45% across 5 cate-
gories of changes) to rate themselves as likely or very likely
to implement changes.

The CTC approach required adjustment for specific activ-
ities. For example, in evaluation of the Medscape enduring
activity, it was not technologically feasible to track indi-
vidual responses and link them to individualized follow-up.
Therefore, only the follow-up portion of the approach was

conducted, resulting in responses from 86 clinicians who re-
ported a total of 222 changes implemented in their practice.

Performance outcomes of 3 PI activities, measured as
compliance with 8 measures, are shown in TABLE 2. We
combined data from 2 activities that used the same approach,
where performance during the first quarter of the activity
was compared with the end-of-project cumulative results re-
flecting performance throughout the project year. The third PI
activity, reported separately, used a different approach, where
baseline (ie, before-the-intervention) performance was com-
pared with the end-of-project (noncumulative) performance.
Mean results across measures within 1 activity and across
different activities varied. We also observed wide ranges be-
tween minimal and maximum improvement on each measure
in all activities. Detailed data on the individual PI activities
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TABLE 2. Aggregate Performance Outcomes

Starting Ending Change in

Measure Compliance, % Compliance, % percentage points

Collaboratory Model PI Activity (California Academy of Family Physicians)

Combined with Practice-Facilitator Model PI Activity (Iowa Foundation for Medical Care):

data from 36 practices/clinicians

TOB-01: Ask about tobacco use 75.5 66.7 −8.8

TOB-02: Advise tobacco users to quit 69.6 73.9 4.4

TOB-03: Assess readiness to quit tobacco use 77.9 75.4 −2.6

TOB-04: Assist tobacco users who are willing to quit with a behavioral quit plan 79.2 80.8 1.7

TOB-05: Assist tobacco smokers who are ready to quit by recommending medication use 64.6 54.4 −10.2

TOB-06: Provide tobacco users who are NOT ready to quit with motivational treatment 57.9 70.9 13.0

TOB-07: Arrange follow up for tobacco users attempting to quit 34.5 29.8 −4.7

TOB-08: Assist former tobacco users with relapse prevention 0.0 50.0 50.0

Self-Directed Learning PI Activity (University of Wisconsin): data from 99 clinicians

TOB-01: Ask about tobacco use 58.1 93.7 35.6

TOB-02: Advise tobacco users to quit 68.2 93.5 25.3

TOB-03: Assess readiness to quit tobacco use 54.2 90.4 36.2

TOB-04: Assist tobacco users who are willing to quit with a behavioral quit plan 82.7 99.8 17.0

TOB-05: Assist tobacco smokers who are ready to quit by recommending medication use 55.2 85.8 30.6

TOB-06: Provide tobacco users who are NOT ready to quit with motivational treatment 87.7 96.7 9.0

TOB-07: Arrange follow up for tobacco users attempting to quit 53.4 82.6 29.2

TOB-08: Assist former tobacco users with relapse prevention 62.5 91.3 28.8

FIGURE 2. Aggregate Results From Live Activities: Changes Confirmed on Follow-up
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are available in the article by Mullikin and colleagues22 in
this supplement.

Level 5—Patient Health Status, and Level 6—Population
Health Status

In 2 PI activities that were evaluated at these levels, a change
in smoking status had been recorded for 231 of 494 patients
who were seen 2 or more times during the project, represent-
ing a quit rate of 46.8%.

SCM Study Results

From the SCM study of 9 outpatient practices, we concluded
that in these instances, the PI activities were a primary and
proximal cause of improvement in clinical practice. The
mechanism through which the activity contributed to behav-
ior change varied from helping learners develop new skills to
providing practical tools, and depended on the clinical con-
text, such as ability to customize electronic health records
systems and prior experience using clinical data. See the ar-
ticle by Olson and colleagues20 in this supplement for more
detailed information.

Formative Evaluation and Continuous Improvement

Program planners utilized formative evaluation data to im-
prove ongoing activities. For example, a CS2day session at
the American College of Cardiology 2008 meeting drew a
lower number of participants than expected, and in particular,
a low number of US participants—47 (21%) of 225. In 2009,
to better reach the target audience, the partners replaced this
activity with an educational exhibit (n = 192 visitors) and an
enduring CardioSource activity (n = 72 participants).

Another example was that the CS2day Web site was im-
proved based on user satisfaction data. Also, 37 tools were
updated one or more times based on new evidence or feed-
back from users/experts, and 7 videos were removed from
the toolkit because of data pointing at controversial evidence
and perceived commercial bias. Collaboration assessment
identified several strengths but also areas for improvement
that the partners acted on including program integration to
reduce working in “silos” and improving partner access to
evaluation data.

Discussion

We applied the outcomes-based CME evaluation model to
guide evaluation14 of the complex educational program. Be-
low is our reflection on the results, followed by our in-
sights into utilization of this model and the outcome assess-
ment strategies we used in the context of the collaborative
initiative.

The CS2day program had an overall positive im-
pact on participating clinicians and their patients. The

accomplishment of desired outcomes was documented across
various program components at multiple levels of evaluation.
A quit rate of 46.8% was achieved among smokers seen two
or more times by clinicians participating in the PI activi-
ties. Although direct comparison with published results may
be somewhat misleading due to differences in methods, we
found that outcomes of previously reported multicomponent
interventions varied between 7% and 15% of smoking absti-
nence in an intervention group.23

Based on prior publications,23 we expected that the great-
est need for improvement would be in providing assistance
with quitting. Indeed, participants of the PI activities needed
improvement in this area. However, notable performance
gaps and the biggest improvements were observed among
participants of one PI activity with respect to ask about to-
bacco use and assess readiness to quit, and among partici-
pants of two other PI activities with respect to arrange for
follow-up and assist for relapse prevention. No single com-
mon pattern in terms of changes relative to the 5 A’s compe-
tencies/performance domains became evident from assess-
ments using clinical vignettes and the CTC approach. This
suggests that practice gaps in tobacco cessation are likely
to vary and future interventions to improve adherence to the
evidence-based guideline2 should target all 5 A’s.

Observed differences in performance outcomes among
PI activities may be partly explained by differences in edu-
cational designs and approaches to tracking performance.22

These differences and wide ranges between minimal and
maximum improvement on each measure also provide ev-
idence of great variability in the impact of education on
practice. The SCM study illuminated why and how educa-
tional intervention worked for those practices that achieved
great improvement.20 However, why did some partici-
pants/practices benefit so much and others so little from the
project? Why did some participants decrease their perfor-
mance on some measures? Conducting case studies of “suc-
cesses” in comparison with “failures” may be a promising
method to answer such questions in future evaluations.

CS2day outcomes were consistently tracked in every ed-
ucational activity at multiple levels of evaluation but only
1 PI activity was evaluated at all 6 levels. Although there is
strong rationale to conduct all-level evaluation in that analysis
of several kinds and sources of data allows cross-validation
and provides evidence related to several links in the probable
chain of effects triggered by participation in education,24 we
did not evaluate all activities at all levels. We did not do it
because it was not feasible, even for a sufficiently funded
big initiative, or needed for each activity (eg, not needed for
educational exhibits that were designed to primarily impact
lower level outcomes). Also, on several occasions, we cov-
ered fewer evaluation levels than initially planned due to the
activity design, technical problems, or lack of participants,
which was the case in 1 PI activity.22 Another reason to
consider tracking selected rather than all-level outcomes is
availability of clear evidence linking lower-level outcomes to
performance and patient outcomes. We did not see this reason
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applicable to smoking cessation,25 but it may be a legitimate
reason to simplify evaluation in some clinical contexts.9,26

Not surprisingly, we observed that higher-level eval-
uation is resource intensive and time consuming. Luck-
ily, approaches like the CTC tool27 and tracking/providing
feedback on performance28 are interventions in themselves
capable of facilitating change, which adds value to their uti-
lization and arguably increases return on investment. At the
same time, the dual purpose of these approaches created a
challenge in CS2day evaluation. From the educational per-
spective, tailoring of an intervention to the clinical context
and participant needs was the appropriate thing to do. But
from the evaluation perspective, such tailoring led to differ-
ences in sampling and data collection and other variations,
making it harder to aggregate results.

Another observation relates to evaluation utilization. The
CS2day partners used the results of formative evaluation in a
timely manner, leading to many improvements in collabora-
tion and ongoing education. Summative results were reflected
upon by many stakeholders but not fully translated into impli-
cations for practice, and they were underutilized in planning
the next phase of CS2day. Why did this happen? The Joint
Committee on Standards for Educational Evaluation29 rec-
ommended 7 best practices to increase evaluation utilization,
and we did not follow 1 critical recommendation concerning
having a plan to help the stakeholders assess, interpret, and
apply findings from an evaluation report. Also, the richness
of results—the 402-page-long final report and multiple sup-
plementary reports—and insufficient time to reflect on the
results due to the project’s momentum and timing of funding
opportunities for the next phase contributed to the utilization
challenge.

Reflecting on the CS2day evaluation experience, we iden-
tified several major strategies that helped the partners over-
come challenges associated with the evaluation complex-
ity and conflicting perspectives of multiple stakeholders.
First, utilization of 1 outcomes framework,14 which the part-
ners agreed on when planning the initiative, provided the
structure for specifying desired outcomes and interpreta-
tion of results, and facilitated communication among pro-
gram planners, faculty, project managers, and evaluators.
Second, establishing common outcome measures and evalua-
tion tools/techniques enabled consistent reporting, aggregate
data analysis, and comparisons among different activities
(although the latter was outside of the scope of this article).
Third, to facilitate data organization and analysis, the part-
ners utilized centralized registry databases for higher-level
outcomes and a Web-based repository for the rest of the
outcomes.

We also developed an understanding that collaboration
synergy was critical in planning and implementing evalua-
tion. Three conditions seemed to enable this synergy: the
partners had complementary strengths (such as content ex-
pertise, skills in performance measurement, and proprietary
tools), were willing to contribute their strengths, and were
given opportunities to do so.

Lessons for Practice

• A multilevel outcomes framework is useful
to facilitate agreement on evaluation pur-
poses/methods among stakeholders with
multiple perspectives and to guide the eval-
uation process.

• Establishing common outcome measures
and evaluation instruments, and using cen-
tralized data repositories in a collaborative,
multicomponent program enables consis-
tent and appropriate assessment at each
outcome level and aggregate data analysis.

• To understand how the program worked, it
is important to complement outcomes as-
sessment with evaluation methods exam-
ining mechanisms that link education to
outcomes.

• A systematic effort to evaluate an educa-
tional program should include a systematic
effort to utilize evaluation results starting
with a plan for helping stakeholders to in-
terpret and use an evaluation report.

The major limitations of CS2day evaluation included ab-
sence of cost-benefit analysis, lack of methods to assess
sustainability of changes, and limiting statistical analysis to
descriptive statistics. Other limitations were related to partic-
ular methods including having a comparison group in clin-
ical vignettes assessment that consisted of physicians only
and did not reflect the diverse specialties of CS2day partic-
ipants, and using objective performance measures that were
self-reported by participants, causing potential bias in patient
sampling.

To conclude, outcomes assessment of a program like
CS2day is a complex and multifaceted effort that requires
consideration of multiple dimensions to develop a compre-
hensive understanding of the overall impact. We agree with
Cronbach30 that evaluation is an art, which means no sin-
gle best evaluation plan can suit similar programs. However,
some evaluation principles and good practices are important
and replicable. Providers of continuing education who plan
collaborative initiatives may benefit from the use of a mul-
tilevel, outcomes assessment framework, common measures
and evaluation techniques, centralized repositories of data,
and inclusion of evaluation methods designed to examine
why and how the outcomes were achieved. Collaborative
continuing educational programs have a great potential to
improve health care and patient outcomes but more evalua-
tion research is needed to document their impact and under-
stand what program elements are most effective in achieving
desired results.
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