2
Second Order Partial Differential Equa-
tions

“Either mathematics is too big for the human mind or the human mind is more than
a machine.” - Kurt Godel (1906-1978)

2.1 Introduction

IN THIS CHAPTER WE WILL INTRODUCE several generic second order linear
partial differential equations and see how such equations lead naturally to
the study of boundary value problems for ordinary differential equations.
These generic differential equation occur in one to three spatial dimensions
and are all linear differential equations. A list is provided in Table 2.1. Here
we have introduced the Laplacian operator, V23U = Uy + Uyy + tzz. Depend-
ing on the types of boundary conditions imposed and on the geometry of
the system (rectangular, cylindrical, spherical, etc.), one encounters many
interesting boundary value problems.

Name 2 Vars 3D
Heat Equation Up = Klyy uy = kVZ2u
Wave Equation U = CClly uy = c2V2u
Laplace’s Equation Uxy +uyy =0 Viu=0
Poisson’s Equation Uy + uyy = F(x,y) V2u = F(x,y,2)
Schrodinger’s Equation | iuy =ty + F(x, H)u | iup = V2u + F(x,y,z,t)u

Let’s look at the heat equation in one dimension. This could describe the
heat conduction in a thin insulated rod of length L. It could also describe
the diffusion of pollutant in a long narrow stream, or the flow of traffic
down a road. In problems involving diffusion processes, one instead calls
this equation the diffusion equation. [See the derivation in Section 2.2.2.]

A typical initial-boundary value problem for the heat equation would be
that initially one has a temperature distribution u#(x,0) = f(x). Placing the
bar in an ice bath and assuming the heat flow is only through the ends of
the bar, one has the boundary conditions u(0,f) = 0 and u(L,t) = 0. Of
course, we are dealing with Celsius temperatures and we assume there is

Table 2.1: List of generic partial differen-
tial equations.
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u(0,0) =0 u(L,0)=0

I
0 L

Figure 2.1: One dimensional heated rod
of length L.

u(x, t)
u(0,0) =0 u(L,0) =0
0 X

Figure 2.2: One dimensional string of
length L.

plenty of ice to keep that temperature fixed at each end for all time as seen
in Figure 2.1. So, the problem one would need to solve is given as [IC =
initial condition(s) and BC = boundary conditions.]

1D Heat Equation

PDE Uy = kityy, O0<t, 0<x<IL,

IC  u(x,0)=f(x), 0<x<L,

BC  u(0,t) =0, t>0,
u(L,t) =0, t>0,

(2.1)

Here, k is the heat conduction constant and is determined using proper-
ties of the bar.

Another problem that will come up in later discussions is that of the
vibrating string. A string of length L is stretched out horizontally with both
ends fixed such as a violin string as shown in Figure 2.2. Let u(x,t) be
the vertical displacement of the string at position x and time ¢t. The motion
of the string is governed by the one dimensional wave equation. [See the
derivation in Section 2.2.1.] The string might be plucked, giving the string
an initial profile, u(x,0) = f(x), and possibly each point on the string has
an initial velocity u;(x,0) = g(x). The initial-boundary value problem for
this problem is given below.

1D Wave Equation

PDE  uy =c*uyy 0<t 0<x<L

IC u(x,0) = f(x) 0<x<L
ui(x,0) = g(x) 0<x<L (2.2)
BC 1u(0,£) =0 t>0
u(L,t) =0 t>0

In this problem c is the wave speed in the string. It depends on the mass

per unit length of the string, u#, and the tension, 7, placed on the string.

There is a rich history on the study of these and other partial differential
equations and much of this involves trying to solve problems in physics.
Consider the one dimensional wave motion in the string. Physically, the
speed of these waves depends on the tension in the string and its mass
density. The frequencies we hear are then related to the string shape, or the
allowed wavelengths across the string. We will be interested the harmonics,
or pure sinusoidal waves, of the vibrating string and how a general wave
on the string can be represented as a sum over such harmonics. This will
take us into the field of spectral, or Fourier, analysis. The solution of the
heat equation also involves the use of Fourier analysis. However, in this
case there are no oscillations in time.

There are many applications that are studied using spectral analysis. At
the root of these studies is the belief that continuous waveforms are com-
prised of a number of harmonics. Such ideas stretch back to the Pythagore-
ans study of the vibrations of strings, which led to their program of a world
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of harmony. This idea was carried further by Johannes Kepler (1571-1630) in
his harmony of the spheres approach to planetary orbits. In the 1700’s oth-
ers worked on the superposition theory for vibrating waves on a stretched
spring, starting with the wave equation and leading to the superposition
of right and left traveling waves. This work was carried out by people
such as John Wallis (1616-1703), Brook Taylor (1685-1731) and Jean le Rond
d’Alembert (1717-1783).

In 1742 d’Alembert solved the wave equation

czaz—y — aiy =0
9x2  of? ’

where y is the string height and c is the wave speed. However, this solution
led him and others, like Leonhard Euler (1707-1783) and Daniel Bernoulli
(1700-1782), to investigate what "functions" could be the solutions of this
equation. In fact, this led to a more rigorous approach to the study of
analysis by first coming to grips with the concept of a function. For example,
in 1749 Euler sought the solution for a plucked string in which case the
initial condition y(x,0) = h(x) has a discontinuous derivative! (We will see
how this led to important questions in analysis.)

In 1753 Daniel Bernoulli viewed the solutions as a superposition of sim-
ple vibrations, or harmonics. Such superpositions amounted to looking at
solutions of the form

k ket
y(x,t) = ;ak sin % cos %,

where the string extends over the interval [0, L] with fixed ends at x = 0 and
x = L.
However, the initial profile for such superpositions is given by

. kmx
ap sin —.

y(x,0) = T

k
It was determined that many functions could not be represented by a finite
number of harmonics, even for the simply plucked string in Figure 2.4 given
by an initial condition of the form

(x,0) = Ax, 0<x<L/2
V=V AL —x), L/2<x<L

Thus, the solution consists generally of an infinite series of trigonometric
functions.

Such series expansions were also of importance in Joseph Fourier’s (1768-
1830) solution of the heat equation. The use of Fourier expansions has be-
come an important tool in the solution of linear partial differential equa-
tions, such as the wave equation and the heat equation. More generally,
using a technique called the Method of Separation of Variables, allowed
higher dimensional problems to be reduced to one dimensional boundary
value problems. However, these studies led to very important questions,
which in turn opened the doors to whole fields of analysis. Some of the
problems raised were

<

Figure 2.3: Plot of the second harmonic
of a vibrating string at different times.

o
NI+
-

Figure 2.4: Plot of an initial condition for
a plucked string.

The one dimensional version of the heat
equation is a partial differential equation
for u(x,t) of the form

P
ot " ox?’
Solutions satisfying boundary condi-
tions u(0,t) = 0 and u(L,t) = 0, are of
the form

oo
u(x,t) =Y bysin L7ere7nznzt/L2.
n=0

In this case, setting u(x,0) = f(x), one
has to satisfy the condition

f(x) =Y bysin nex.
n=0 L

This is another example leading to an in-
finite series of trigonometric functions.
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The wave equation is derived from F =
ma.

1. What functions can be represented as the sum of trigonometric
functions?

2. How can a function with discontinuous derivatives be represented
by a sum of smooth functions, such as the above sums of trigono-
metric functions?

3. Do such infinite sums of trigonometric functions actually converge
to the functions they represent?

There are many other systems for which it makes sense to interpret the
solutions as sums of sinusoids of particular frequencies. For example, we
can consider ocean waves. Ocean waves are affected by the gravitational
pull of the moon and the sun and other numerous forces. These lead to the
tides, which in turn have their own periods of motion. In an analysis of
wave heights, one can separate out the tidal components by making use of
Fourier analysis.

In the Section 2.4 we describe how to go about solving these equations
using the method of separation of variables. We will find that in order
to accommodate the initial conditions, we will need to introduce Fourier
series before we can complete the problems, which will be the subject of the
following chapter. However, we first derive the one-dimensional wave and
heat equations.

2.2 Derivation of Generic 1D Equations

2.2.1 Derivation of Wave Equation for String

THE WAVE EQUATION FOR A ONE DIMENSIONAL STRING is derived based
upon simply looking at Newton’s Second Law of Motion for a piece of the
string plus a few simple assumptions, such as small amplitude oscillations
and constant density.

We begin with F = ma. The mass of a piece of string of length ds is
m = p(x)ds. From Figure (2.5) an incremental length f the string is given by

As? = Ax? + Au?.
2u

E
We will assume that the main force acting on the string is that of tension.

The piece of string undergoes an acceleration of a =

Let T(x, t) be the magnitude of the tension acting on the left end of the piece
of string. Then, on the right end the tension is T(x + Ax, t). At these points
the tension makes an angle to the horizontal of 6(x,t) and 6(x + Ax, t),
respectively.

Assuming that there is no horizontal acceleration, the x-component in the
second law, ma = F, for the string element is given by

0=T(x+ Ax,t)cosO(x + Ax,t) — T(x,t) cos0(x, ).
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T(x + Ax,t)

X
The vertical component is given by
0%u . .
p(x)AsW = T(x+ Ax,t)sin0(x + Ax,t) — T(x,t)sin0(x, t)

The length of the piece of string can be written in terms of Ax,

2
As = VAX2 + Au? = [1+ (i?c) Ax.

and the right hand sides of the component equation can be expanded about
Ax = 0, to obtain

T(x+ Ax,t)cosO(x + Ax,t) — T(x,t) cosO(x,t) =~ @ (x,t)Ax

T(x + Ax, t)sin@(x + Ax, t) — T(x,t)sinf(x,t) =~ @(9{, £)Ax.
Furthermore, we note that
Au  du

tanf = lim — = —.
an A;IBO Ax  ox

Now we can divide these component equations by Ax and let Ax — 0.

This gives the approximations

T(x+ Ax,t)cos0(x + Ax,t) — T(x,t) cos0(x, t)

0 = Ax
. 9(Tcosh)
~ T(x,)f)
( )aiuﬁ ~ T(x+Ax,t)sinf(x + Ax, t) — T(x,t)sin6(x, t)
Yo s ~ Ax
%u ou\? d(T'sinf)
p(x)ﬁ 1 (ax) ~ T(X/t)- (23)

We will assume a small angle approximation, giving

u
ox’

sinf ~ tanf =

Figure 2.5: A small piece of string is un-
der tension.
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1(0,0) =0 u(L,0) =0
I
0 L

Figure 2.6: One dimensional heated rod
of length L.

cosf® ~ 1, and

ou\?
1 — | =L
“(5)
Then, the horizontal component becomes

T (x,t)
S o

ox
Therefore, the magnitude of the tension T(x,t) = T(t) is at most time de-
pendent.

The vertical component equation is now

0%u 9 (u 0%u
p(x)ﬁ = T(f)g (8x> = T(t)@~

Assuming that p and T are constant and defining

we obtain the one dimensional wave equation,

u  ,0%u
— =t —;.
a2 dx?

2.2.2  Derivation of 1D Heat Equation

CONSIDER A ONE DIMENSIONAL ROD of length L as shown in Figure 2.6.
It is heated and allowed to sit. The heat equation is the governing equation
which allows us to determine the temperature of the rod at a later time.
We begin with some simple thermodynamics. Recall that to raise the
temperature of a mass m by AT takes thermal energy given by

Q = mcAT,

assuming the mass does not go through a phase transition. Here c is the
specific heat capacity of the substance. So, we will begin with the heat
content of the rod as

Q = mcT(x,t)

and assume that m and ¢ are constant.

We will also need Fourier’s law of heat transfer or heat conduction . This
law simply states that heat energy flows from warmer to cooler regions and
is written in terms of the heat energy flux, ¢(x,t). The heat energy flux, or
flux density, gives the rate of energy flow per area. Thus, the amount of
heat energy flowing over the left end of the region of cross section A in time
At is given ¢(x,t)AtA. The units of ¢(x,t) are then J/s/m? = W/m?.

Fourier’s law of heat conduction states that the flux density is propor-
tional to the gradient of the temperature,

aT
¢ = K3 .
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Flux in oo Flux out
¢(x,t) —— —— P(x+Ax,t)
I

0 Ax L x

Here K is the thermal conductivity and the negative sign takes into account
the direction of flow from higher to lower temperatures.

Now we make use of the conservation of energy. Consider a small section
of the rod of width Ax as shown in Figure 2.7. The rate of change of the
energy through this section is due to energy flow through the ends. Namely,

Rate of change of heat energy = Heat in — Heat out.
The energy content of the small segment of the rod is given by
AQ = (pAAx)cT(x,t + At) — (0AAx)cT(x, t).
The flow rates across the boundaries are given by the flux.
(pAAX)CT (x, t + At) — (0AAX)cT (x,t) = [¢p(x, 1) — p(x + Ax, )| AtA.

Dividing by Ax and At and letting Ax, At — 0, we obtain
of 199

o cpox’

Using Fourier’s law of heat conduction,

T _ 10 (o
ot cpox \  ox)’
Assuming K, ¢, and p are constant, we have the one dimensional heat
equation as used in the text:
o _ T
ot  ox2’
k .

where k = &

2.3 Boundary Value Problems

YOU MIGHT HAVE ONLY SOLVED INITIAL VALUE PROBLEMS in your under-
graduate differential equations class. For an initial value problem one has to
solve a differential equation subject to conditions on the unknown function
and its derivatives at one value of the independent variable. For example,
for x = x(t) we could have the initial value problem

"+x=2, x(0)=1, x'(0)=0. (2.4)

Typically, initial value problems involve time dependent functions and
boundary value problems are spatial. So, with an initial value problem one

Figure 2.7: A one dimensional rod of
length L. Heat can flow through incre-
ment Ax.
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knows how a system evolves in terms of the differential equation and the
state of the system at some fixed time. Then one seeks to determine the
state of the system at a later time.

Example 2.1. Solve the initial value problem, x" +4x = cost, x(0) =1, «/(0)
0.

Note that the conditions are provided at one time, t = 0. Thus, this an initial
value problem. Recall from your course on differential equations that we need to
find the general solution and then apply the initial conditions. Furthermore, this
is a nonhomogeneous differential equation, so the solution is a sum of a solution of
the homogeneous equation and a particular solution of the nonhomogeneous equa-
tion, x(t) = x,(t) + xp(t). [See the ordinary differential equations review in the
Appendix.]

The solution of x" + 4x = 0 is easily found as

x,(t) = ¢1 cos 2t + ¢p sin 2t.

The particular solution is found using the Method of Undetermined Coefficients.
We quess a solution of the form

xp(t) = Acost + Bsint.
Differentiating twice, we have

x,(t) = —(Acost+ Bsint).

So,
X, +4xp = —(Acost + Bsint) +4(Acost + Bsint).

Comparing the right hand side of this equation with cos t in the original problem,
we are led to setting B = 0and A = % cos t. Thus, the general solution is

1
x(t) = c1.cos 2t + ¢y sin 2t + 3 €08 t.

We now apply the initial conditions to find the particular solution. The first
condition, x(0) = 1, gives

1
1= =
Cl+3

Thus, ¢; = % Using this value for ¢y, the second condition, x'(0) = 0, gives
c2 = 0. Therefore,

1
x(t) = 5(2 cos 2t 4 cos t).

For boundary values problems, one knows how each point responds to
its neighbors, but there are conditions that have to be satisfied at the end-
points. An example would be a horizontal beam supported at the ends, like
a bridge. The shape of the beam under the influence of gravity, or other
forces, would lead to a differential equation and the boundary conditions
at the beam ends would affect the solution of the problem. There are also
a variety of other types of boundary conditions. In the case of a beam, one
end could be fixed and the other end could be free to move. We will explore
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the effects of different boundary conditions in our discussions and exercises.
But, we will first solve a simple boundary value problem which is a slight
modification of the above problem.

Example 2.2. Solve the boundary value problem, x" +x =2, x(0) =1, x(1)=
0.

Note that the conditions at t = 0 and t = 1 make this a boundary value prob-
lem since the conditions are given at two different points. As with initial value
problems, we need to find the general solution and then apply any conditions that
we may have. This is a nonhomogeneous differential equation, so the solution is
a sum of a solution of the homogeneous equation and a particular solution of the
nonhomogeneous equation, x(t) = x;(t) + x,(t). The solution of x" +x = 0 is
easily found as

xp () = cpcost+ cpsint.

The particular solution is found using the Method of Undetermined Coefficients,
xp(t) = 2.
Thus, the general solution is
x(t) =2+ cicost+ cpsint.

We now apply the boundary conditions and see if there are values of c1 and cy
that yield a solution to this boundary value problem. The first condition, x(0) = 0,
gives

0=2+¢.

Thus, ¢; = —2. Using this value for cq, the second condition, x(1) = 1, gives
0=2—2cosl+cpsinl.

This yields
2(cos1—1)
277 sint

We have found that there is a solution to the boundary value problem and it is

given by
x() =2 (1 - costi(cos,1 —1) sin t) .
sinl

Boundary value problems arise in many physical systems, just as the ini-
tial value problems we have seen earlier. We will see in the next sections that
boundary value problems for ordinary differential equations often appear
in the solutions of partial differential equations. However, there is no guar-
antee that we will have unique solutions of our boundary value problems
as we had found in the example above.

Now that we understand simple boundary value problems for ordinary
differential equations, we can turn to initial-boundary value problems for
partial differential equations. We will see that a common method for study-
ing these problems is to use the method of separation of variables. In this
method the problem of solving partial differential equations is to separate

41
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Solution of the 1D heat equation using
the method of separation of variables.

the partial differential equation into several ordinary differential equations
of which several are boundary value problems of the sort seen in this sec-
tion.

2.4 Separation of Variables

SOLVING MANY OF THE LINEAR PARTIAL DIFFERENTIAL EQUATIONS pre-
sented in the first section can be reduced to solving ordinary differential
equations. We will demonstrate this by solving the initial-boundary value
problem for the heat equation as given in (2.1). We will employ a method
typically used in studying linear partial differential equations, called the
Method of Separation of Variables. In the next subsections we describe how
this method works for the one-dimensional heat equation, one-dimensional
wave equation, and the two-dimensional Laplace equation.

2.4.1 The 1D Heat Equation

WE WANT TO SOLVE THE HEAT EQUATION,
ur =kiyy, 0<t, 0<x<L.
subject to the boundary conditions
u(0,£) =0,u(L,t) =0, >0,
and the initial condition
u(x,0) = f(x), 0<x<L.

We begin by assuming that u can be written as a product of single variable
functions of each independent variable,

u(x,t) = X(x)T(¢).
Substituting this guess into the heat equation, we find that
XT' = kX"T.

The prime denotes differentiation with respect to the independent vari-
able and we will suppress the independent variable in the following unless
needed for emphasis.

Dividing both sides of this result by k and u = XT, yields

1 T/ X//
kT~ X
k We have separated the functions of time on one side and space on the

other side. The constant k could be on either side of this expression, but we
moved it to make later computations simpler.
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The only way that a function of t equals a function of x is if the functions
are constant functions. Therefore, we set each function equal to a constant,
A : [For example, if Ae®! = ax? + b is possible for any x or ¢, then this is only
possibleif a =0,c=0and b = A.]

1 T/ X//
AN Y
~ ~ constant
function of ¢+  function of x
This leads to two equations:
T' = kAT, (2.5)
X" = AX. (2.6)

These are ordinary differential equations. The general solutions to these
constant coefficient equations are readily found as

T(t) = AeM, (2.7)

X(x) = c1e¥M 4 e VAT, (2.8)

We need to be a little careful at this point. The aim is to force the final so-
lutions to satisfy both the boundary conditions and initial conditions. Also,
we should note that A is arbitrary and may be positive, zero, or negative.
We first look at how the boundary conditions on u(x,t) lead to conditions
on X(x).

The first boundary condition is #(0,t) = 0. This implies that

X(0)T(t) =0, forallt.

The only way that this is true is if X(0) = 0. Similarly, u(L,t) = 0 for all ¢
implies that X(L) = 0. So, we have to solve the boundary value problem

X"—AX =0, X(0)=0=X(L). (2.9)

An obvious solution is X = 0. However, this implies that u(x,t) = 0, which
is not an interesting solution. We call such solutions, X = 0, trivial solutions
and will seek nontrivial solution for these problems.

There are three cases to consider, depending on the sign of A.

Case. A >0

In this case we have the exponential solutions
X(x) = cleﬁx + cze_ﬁ". (2.10)

For X(0) = 0, we have
0=rc1+cp.

We will take ¢ = —c1. Then,

X(x) = ¢ (VM — e VA¥) = 2¢; sinh VAx.



44 PARTIAL DIFFERENTIAL EQUATIONS

Applying the second condition, X(L) = 0 yields
¢1sinh VAL = 0.

This will be true only if c; = 0, since A > 0. Thus, the only solution in
this case is the trivial solution, X(x) = 0.
CaseIl. A =0

For this case it is easier to set A to zero in the differential equation. So,
X" = 0. Integrating twice, one finds

X(x) = c1x + cp.

Setting x = 0, we have ¢; = 0, leaving X(x) = cyx. Setting x = L,
we find ¢c1L = 0. So, ¢; = 0 and we are once again left with a trivial
solution.

CaseIII. A <0

In this case is would be simpler to write A = —u?. Then the differential
equation is
X'+ 2X =0.

The general solution is
X(x) = ¢q cos px + co sin pix.

At x = 0 we get 0 = ¢;. This leaves X(x) = ¢, sin ux.
At x = L, we find
0 =cosinulL.

So, either c; = 0 or sin uL = 0. ¢; = 0 leads to a trivial solution again.
But, there are cases when the sine is zero. Namely,

Note that n = 0 is not included since this leads to a trivial solution.
Also, negative values of n are redundant, since the sine function is an
odd function.

In summary, we can find solutions to the boundary value problem (2.9)

for particular values of A. The solutions are

for

Xp(x) =sin——, n=1,23,...

Ay = —pi2 = — (%)2 n=1,2,3....

We should note that the boundary value problem in Equation (2.9) is an

eigenvalue problem. We can recast the differential equation as

LX = AX,
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where )
>  d
L=D"= Fp
is a linear differential operator. The solutions, X, (x), are called eigenfunc-
tions and the A;’s are the eigenvalues. We will elaborate more on this char-
acterization later in the next chapter.
We have found the product solutions of the heat equation (2.1) satisfying

the boundary conditions. These are

up(x,t) = efnt

sin %, n=123,.... (2.11)

However, these do not necessarily satisfy the initial condition u(x,0) = f(x).
What we do get is

U (%,0) = sinn—zx, n=1,2.3,....

So, if the initial condition is in one of these forms, we can pick out the right
value for n and we are done.

For other initial conditions, we have to do more work. Note, since the
heat equation is linear, the linear combination of the product solutions is
also a solution of the heat equation. The general solution satisfying the
given boundary conditions is given as

u(x,t) =Y by sin chx (2.12)

n=1

The coefficients in the general solution are determined using the initial
condition. Namely, setting ¢ = 0 in the general solution, we have

nritx

x:ux,Ozoobnini.
Fx) = u(x0) = 1 busin ]

So, if we know f(x), can we find the coefficients, b,? If we can, then we will
have the solution to the full initial-boundary value problem.

The expression for f(x) is a Fourier sine series. We will need to digress
into the study of Fourier series in order to see how one can find the Fourier
series coefficients given f(x). Before proceeding, we will show that this pro-
cess is not uncommon by applying the Method of Separation of Variables to
the wave equation in the next section.

2.4.2  The 1D Wave Equation

IN THIS SECTION WE WILL APPLY the Method of Separation of Variables to
the one dimensional wave equation, given by

%u  ,0%u

Frrie c 2y >0, 0<u«iL, (2.13)

Product solutions.

General solution.

45
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Solution of the 1D wave equation using
the Method of Separation of Variables.

subject to the boundary conditions
u(0,t) =0,u(L,t)=0, t>0,
and the initial conditions
u(x,0) = f(x),u:(x,0) =g(x), 0<x<L.

This problem applies to the propagation of waves on a string of length L
with both ends fixed so that they do not move. u(x, t) represents the vertical
displacement of the string over time. The derivation of the wave equation
assumes that the vertical displacement is small and the string is uniform.
The constant c is the wave speed, given by

T

C=\/=

K
where T is the tension in the string and y is the mass per unit length. We can
understand this in terms of string instruments. The tension can be adjusted
to produce different tones and the makeup of the string (nylon or steel, thick
or thin) also has an effect. In some cases the mass density is changed simply
by using thicker strings. Thus, the thicker strings in a piano produce lower
frequency notes.

The uy term gives the acceleration of a piece of the string. The uy, is the
concavity of the string. Thus, for a positive concavity the string is curved
upward near the point of interest. Thus, neighboring points tend to pull
upward towards the equilibrium position. If the concavity is negative, it
would cause a negative acceleration.

The solution of this problem is easily found using separation of variables.
We let u(x,t) = X(x)T(t). Then we find

XT" = 2X'T,
which can be rewritten as L X
2T X
Again, we have separated the functions of time on one side and space on
the other side. Therefore, we set each function equal to a constant, A.

1 TII X//
27 - x - <
~— ~ constant
function of function of x
This leads to two equations:
T = AT, (2.14)
X" = AX. (2.15)

As before, we have the boundary conditions on X(x):

X(0)=0, and X(L)=0,
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giving the solutions, as shown in Figure 2.8,
. NTX n\2
Xn(x):SIHT, /\n:_<f) .

The main difference from the solution of the heat equation is the form of
the time function. Namely, from Equation (2.14) we have to solve

T + (”T”C)ZT:(). (2.16)
This equation takes a familiar form. We let
w, e
n — TI
then we have
T+ wiT = 0.

This is the differential equation for simple harmonic motion and w, is the
angular frequency. The solutions are easily found as

T(t) = A, coswyt + By sinwyt. (2.17)

Therefore, we have found that the product solutions of the wave equation
take the forms sin 7% cos w,t and sin 7= sinw,t. The general solution, a

superposition of all product solutions, is given by

ad t t
u(x, t) =Y Apcos 5 4 B sin P | sin T

I . |sinT (2.18)

n=1
This solution satisfies the wave equation and the boundary conditions.
We still need to satisfy the initial conditions. Note that there are two initial
conditions, since the wave equation is second order in time.
First, we have u(x,0) = f(x). Thus,

f(x) =u(x,0) = i Ay sin ;Lth (2.19)
n=1

In order to obtain the condition on the initial velocity, u;(x,0) = g(x), we
need to differentiate the general solution with respect to ¢:
= nmce nrrct nrct| . nmx

up(x,t) =y I — A, sin + B, cos n—— (2.20)
n=1

Then, we have from the initial velocity

o0
g(x) = us(x,0) = ng:l %Bn sin n—z[x (2.21)
So, applying the two initial conditions, we have found that f(x) and g(x),
are represented as Fourier sine series. In order to complete the problem we
need to determine the coefficients A,, and B, for n = 1,2,3,.... Once we
have these, we have the complete solution to the wave equation. We had
seen similar results for the heat equation. In the next chapter we will find
out how to determine these Fourier coefficients for such series of sinusoidal
functions.

I~ —

Xq(x) = sin 5%

X3(x) = sin 2

Figure 2.8: The first three harmonics of
the vibrating string.

General solution.
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Thermodynamic equilibrium, V2u = 0.

Incompressible, irrotational fluid flow,
V2¢ = 0, for velocity v = V¢. See more
in Section 2.5.

u(x,H) =0

u(©y)=0 | V2u=0 | u(Ly)=0

00 T X
u(x,0) = f(x)

Figure 2.9: In this figure we show the
domain and boundary conditions for the
example of determining the equilibrium
temperature distribution for a rectangu-
lar plate.

2.5 Laplace’s Equation in 2D

ANOTHER GENERIC PARTIAL DIFFERENTIAL EQUATION is Laplace’s equa-
tion, V2u = 0. Laplace’s equation arises in many applications. As an exam-
ple, consider a thin rectangular plate with boundaries set at fixed tempera-
tures. Assume that any temperature changes of the plate are governed by
the heat equation, u; = kV2u, subject to these boundary conditions. How-
ever, after a long period of time the plate may reach thermal equilibrium.
If the boundary temperature is zero, then the plate temperature decays to
zero across the plate. However, if the boundaries are maintained at a fixed
nonzero temperature, which means energy is being put into the system to
maintain the boundary conditions, the internal temperature may reach a
nonzero equilibrium temperature. Reaching thermal equilibrium means
that asymptotically in time the solution becomes time independent. Thus,
the equilibrium state is a solution of the time independent heat equation,
V2u = 0.

A second example comes from electrostatics. Letting ¢(r) be the electric
potential, one has for a static charge distribution, p(r), that the electric field,
E = V¢, satisfies one of Maxwell’s equations, V - E = p/€p. In regions
devoid of charge, p(r) = 0, the electric potential satisfies Laplace’s equation,
V2¢ = 0.

As a final example, Laplace’s equation appears in two-dimensional fluid
flow. For an incompressible flow, V - v = 0. If the flow is irrotational, then
V x v = 0. We can introduce a velocity potential, v.= V¢. Thus, V x v
vanishes by a vector identity and V - v = 0 implies V¢ = 0. So, once again
we obtain Laplace’s equation.

Solutions of Laplace’s equation are called harmonic functions and we will
encounter these in Chapter 8 on complex variables and in Section 2.5 we will
apply complex variable techniques to solve the two-dimensional Laplace
equation. In this section we use the Method of Separation of Variables to
solve simple examples of Laplace’s equation in two dimensions. Three-
dimensional problems will studied in Chapter 6.

Example 2.3. Equilibrium Temperature Distribution for a Rectangular Plate
Let’s consider Laplace’s equation in Cartesian coordinates,

with the boundary conditions
u(0,y) =0, u(Ly)=0, u(x,0)=f(x), u(x,H)=0.

The boundary conditions are shown in Figure 6.8
As with the heat and wave equations, we can solve this problem using the method
of separation of variables. Let u(x,y) = X(x)Y(y). Then, Laplace’s equation be-
comes
X"Y+XY"=0
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and we can separate the x and y dependent functions and introduce a separation

constant, A,

Thus, we are led to two differential equations,

X// Y//

X~ v~ N
X'"+AX = 0,

Y'—AY = 0.

(2.22)

From the boundary condition u(0,y) = 0,u(L,y) = 0, we have X(0) =

0, X(L) = 0. So, we have the usual eigenvalue problem for X(x),

X"+AX =0,

X(0) = 0,X(L) =0.

The solutions to this problem are given by

nritx

X(x) =sin ==, Ay = (@)2 n=1,2,....

L

The general solution of the equation for Y (y) is given by

Y(y) = c1eVM 4 cpe VMY,

The boundary condition u(x, H) = 0 implies Y(H) = 0. So, we have

c1e

Thus,

Inserting this result into the ex
Y(y) = cie
= (1€

= (1€

VAH | pe=VAH = 0,

+ coe

Cp = —cye?VAH,
pression for Y (y), we have
VAy _ ClEZX/XHe*\/Xy
VAH (E—ﬁHeﬁy _ e\FAHe—ﬁy)

VRH (= VA(H-) _ oVNH-))

= —2c;e¥* ginh VA(H —y).

(2.23)

Since we already know the values of the eigenvalues A, from the eigenvalue

problem for X(x), we have that the y-dependence is given by

Yo (

So, the product solutions are gi

n7TX nn(H —y)

ne(H —y)

y) = sinh T

ven by

un(x,y) = sin

inh ,
I sin I

n=12,....

These solutions satisfy Laplace’s equation and the three homogeneous boundary

conditions and in the problem.

The remaining boundary condition, u(x,0) = f(x), still needs to be satisfied.
Inserting y = 0 in the product solutions does not satisfy the boundary condition

Note: Having carried out this compu-
tation, we can now see that it would
be better to guess this form in the fu-
ture. So, for Y(H) = 0, one would
guess a solution Y (y) = sinh vVA(H — y).
For Y(0) = 0, one would guess a so-
lution Y(y) = sinhy/Ay. Similarly, if
Y'(H) = 0, one would guess a solution
Y(y) = coshvVA(H —y).
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unless f(x) is proportional to one of the eigenfunctions X,(x). So, we first write
down the general solution as a linear combination of the product solutions,

= . nnx . nn(H—y)
u(x,y)—n;lansm T sinh i : (2.24)

Now we apply the boundary condition, u(x,0) = f(x), to find that

e H
f(x) =) aysinh % sin L7er (2.25)

n=1

Defining b, = a, sinh "?H , this becomes

flx) = i by sin ? (2.26)
n=1

We see that the determination of the unknown coefficients, by, is simply done by
recognizing that this is a Fourier sine series. We now move on to the study of
Fourier series and provide more complete answers in Chapter 6.

2.6 Classification of Second Order PDEs

WE HAVE STUDIED SEVERAL EXAMPLES of partial differential equations, the
heat equation, the wave equation, and Laplace’s equation. These equations
are examples of parabolic, hyperbolic, and elliptic equations, respectively.
Given a general second order linear partial differential equation, how can
we tell what type it is? This is known as the classification of second order
PDEs.

Let u = u(x,y). Then, the general form of a linear second order partial
differential equation is given by

(3, )t + 25, )ity + (%, )1ty + (%, y)tx + e, ¥ty + F(x, 1) = g(x, ).

(2.27)
In this section we will show that this equation can be transformed into one
of three types of second order partial differential equations.

Let x = x(¢,n7) and y = y¢, 1) be an invertible transformation from co-
ordinates (¢,7) to coordinates (x,y). Furthermore, let u(x(&,7),y(&,n)) =
U(¢,n7). How does the partial differential equation (2.27) transform?

We first need to transform the derivatives of u(x, t). We have

uy = Uglx + Uytx,
uy = Usly + Uyry,
i = (U + Uy,
= Ugeli + 2UgyCarfx + Uy + Ugx + Uy,
Uyy = aay(uégy +Uytry),

2 2
= UgeGy + 2UgyCytty + Uyyiy + Uglyy + Uy iy,
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0
uxy = @(ug§x+uW17x),

= UgeCxGy + UgyCuxtty + Uy Cyttx + Uyytxtty + UeCay + Uytzy.
(2.28)

Inserting these derivatives into Equation (2.27), we have

§—fU = auyy + 2buyy + cuyy + duy + euy

= 0 (UgeG? + 2UzyGurpe + Uy + Ugliax + Uytice)
+2b (UgeCxCy + Ugy Gty + Uy Cytix
+ Uyy1aty + Uelay + Upixy)
+c <u§§§§ + 2UgyCytly + Upyty + Uelyy + UMW)
+d (UgGx + Uytyx)
+e (Ugly + Uyny)

= (a3 +2b5:&y + &) Uge
+(2a8 1% + 2081y + 268y 12 + 2c§y17y)u¢,7
+(a17,2( + 2bnx11y + cnf)u,m
+(aGxx + 2bCxy + clyy + dlx + eGy) Uz
+(anx + 2b1xy + ctpyy + diy +eny ) Uy

= Alg +2BUg; + CUyy + DUz + EUy. (2.29)

Picking the right transformation, we can eliminate some of the second
order derivative terms depending on the type of differential equation. This
leads to three types: elliptic, hyperbolic, or parabolic.

For example, if transformations can be found to make A = 0 and C =0,
then the equation reduces to

Uey = lower order terms.

Such an equation is called hyperbolic. A generic example of a hyperbolic
equation is the wave equation.
The conditions that A = 0 and C = 0 give the conditions

agy +2b& 8y + &y = 0.
an? + 2bnyny + CU; = 0. (2.30)

We seek ¢ and # satisfying these two equations, which are of the same
form. Let’s assume that { = ¢(x,y) is a constant curve in the xy-plane.
Furthermore, if this curve is the graph of a function, y = y(x), then

dg dy
= =Cx+ 28, =0.
Then

dy _ _Gx
dx gy

Hyperbolic case.

51
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Inserting this expression in A = 0, we have

A = al%42bEEy +
= (a5 sl
= {,‘y(a(cy) +2 gy—i—c)
2
Cﬁ <a (Z]}/C) 2bZZ+C> =0. (2.31)

This equation is satisfied if y(x) satisfies the differential equation
dy _ bE Vb —ac
dx a '
So, for A = 0, we choose ¢ and 7 to be constant on these characteristic

curves.

Example 2.4. Show that uyy — uyy = 0 is hyperbolic.

In this case we have a =1 = —cand b = 0. Then,
dy
< = 41.
dx

This gives y(x) = £x + c. So, we choose ¢ and n constant on these characteristic
curves. Therefore, welet  =x—y, 1 =x+y.

Let’s see if this transformation transforms the differential equation into a canon-
ical form. Let u(x,y) = U(E, ). Then, the needed derivatives become

Uy = U€Cx+uni7x = LI¢+U,7.
0
uxx — a(ug‘l' Uﬂ)

= UgeCx + Ugyifx + Uyela + Upytx
= Ug +2Ugy + Uyy.
0
uy = —(—Us+Uy)
vy gy He
= —Ugely — Ugyty + Uyely + Uyyity
= Uz —2Ugy + Uyy- (2.32)

Inserting these derivatives into the differential equation, we have
O = Uxx — uyy = 4U§,7.

Thus, the transformed equation is Uz, = 0. Thus, showing it is a hyperbolic equa-
tion.

We have seen that A and C vanish for (x,y) and #(x,y) constant along

dl_bi\/bz—ac

dx a

the characteristics

for second order hyperbolic equations. This is possible when b?> — ac > 0
since this leads to two characteristics.
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In general, if we consider the second order operator
L{u] = a(x,y)uxx +2b(x, y)tixy + c(x,y)uyy,
then this operator can be transformed to the new form
L'[U] = BUg,

if b — ac > 0. An example of a hyperbolic equation is the wave equation,

Ut = Uxx.
When b? — ac = 0, then there is only one characteristic solution, % = g
This is the parabolic case. But, % = — g—; So, Parabolic case.
b_ &
a &
or
aly +bg, = 0.

Also, b2 —ac =0 implies that c = b?/a.
Inserting these expression into coefficient B, we have
B = 2alnx+ Zb(:xiyy + 2bGy1x + 2c8yny
= 2(ady +by)nx +2(bCx + cCy)iy

b
= zg(aéx + béy)ﬂy =0. (233)
Therefore, in the parabolic case, A = 0 and B = 0, and L[u] transforms to

when b? — ac = 0. This is the canonical form for a parabolic operator. An
example of a parabolic equation is the heat equation, u; = 1y,.
Finally, when b — ac < 0, we have the elliptic case. In this case we Elliptic case.
cannot force A = 0 or C = 0. However, in this case we can force B = 0. As
we just showed, we can write

B = 2(aly + by)nx +2(bCx + cCy )1y

Letting 77, = 0, we can choose ¢ to satisfy blx + ¢, = 0.

ac — b2

A = al} +2b88y + oGy = aly — c&y = -

&

C=an’+ 2bnxny + 0175 = c;yﬁ

ac—
Cc

. 2
Furthermore, setting %=2"a2 — c17§, we can make A = C and L[u] trans-
forms to

L'[U] = AlUgg + Uy

when b? — ac < 0. This is the canonical form for an elliptic operator. An
example of an elliptic equation is Laplace’s equation, tyy + tyy = 0.

53
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Classification of Second Order PDEs
The second order differential operator

Liu] = a(x,y)uxx +2b(x, y)tixy + c(x,y)uyy,
can be transformed to one of the following forms:
 b>—ac > 0. Hyperbolic: L[u] = B(x, )y
 b? —ac = 0. Parabolic: L[u] = C(x,y)uy,

o b* —ac < 0. Elliptic: L[u] = A(x,y) [txx + 1tyy]

As a final note, the terminology used in this classification is borrowed
from the general theory of quadratic equations which are the equations for
translated and rotated conics. Recall that the general quadratic equation in
two variable takes the form

ax? +2bxy + cy? +dx +ey + f = 0. (2.34)
One can complete the squares in x and y to obtain the new form
a(x —h)?+2bxy +c(y — k) + f =0.

So, translating points (x,y) using the transformations x’ = x —h and ' =
y —k, we find the simpler form

ax? + 2bxy +cy? + f = 0.

Here we dropped all primes.
We can also introduce transformations to simplify the quadratic terms.
Consider a rotation of the coordinate axes by 6,

/

x' = xcos®+ysinf

Yy = —xsin®+ycosb, (2-35)
or

x = x'cosf—y'sind

y = x'sinf+y coso. (2.36)

The resulting equation takes the form
Ax? 4+ 2Bx'y +Cy?+D =0,
where

= acos®0+ 2bsinfcosf + csin? 6.

S
|

(c —a)sinB cosB + b(cos? 6 — sin®).

C = asin®0 —2bsinfcosb + ccos? 6. (2.37)
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We can eliminate the x'y’ term by forcing B = 0. Since cos? 0 — sin?§ =
cos 20 and sinf cos 6 = % sin 26, we have

B = (c;a) sin26 + bcos20 = 0.

Therefore, the condition for eliminating the x'y’ term is

a—c
2b

cot(20) =

Furthermore, one can show that b2 — ac = B2 — AC. From the form Ax? +
2Bx'y + Cyl2 + D = 0, the resulting quadratic equation takes one of the
following forms:

e 1% —ac > 0. Hyperbolic: Ax?> — Cy?> +D = 0.
e 1% —ac = 0. Parabolic: Ax*>+ By + D = 0.
e b2 —ac < 0. Elliptic: Ax?> +Cy>+D =0.

Thus, one can see the connection between the classification of quadratic
equations and second order partial differential equations in two indepen-
dent variables.

2.7 d’Alembert’s Solution of the Wave Equation

A GENERAL SOLUTION OF THE ONE-DIMENSIONAL WAVE EQUATION can
be found. This solution was first Jean-Baptiste le Rond d’Alembert (1717-
1783) and is referred to as d’Alembert’s formula. In this section we will
derive d’Alembert’s formula and then use it to arrive at solutions to the
wave equation on infinite, semi-infinite, and finite intervals.

We consider the wave equation in the form u; = 2,y and introduce the
transformation

u(x,t) =U(E, 1), where ¢=x+ctand 5 =x—ct.

Note that ¢, and # are the characteristics of the wave equation.

We also need to note how derivatives transform. For example
u IU(, 1)

ox ox

U(C, i) 98 | IU(E, 1) 9
o¢  ox o ox

ou(&, i) , OU(S, 1)
9% an

Therefore, as an operator, we have

(2.38)

0 0 %)

ax oc Loy

55
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Similarly, one can show that

d 0 d
=co;—¢

ot ¢ oy
Using these results, the wave equation becomes
0 = up— Puxy

2,02
oz~ “ o))"

<
(33 (33
<

ci—ci%-ci—i-ci ci—ci—ci—ci u
o¢ Iy o¢ oy o¢ Iy o¢ oy

—4C277u- (239)
n
Therefore, the wave equation has transformed into the simpler equation,
Uye = 0.

Not only is this simpler, but we see it is once again a confirmation that
the wave equation is a hyperbolic equation. Of course, it is also easy to

i (3¢) =0

= constant with respect to ¢ = I'(7).

integrate. Since

ou
¢
A further integration gives

U@ = [ T6" dn + F@) = Gl + ).

Therefore, we have as the general solution of the wave equation,
u(x,t) = F(x+ct) + G(x —ct), (2.40)

where F and G are two arbitrary, twice differentiable functions. As ¢ is

increased, we see that F(x + ct) gets horizontally shifted to the left and

G(x — ct) gets horizontally shifted to the right. As a result, we conclude

that the solution of the wave equation can be seen as the sum of left and
u(x,t) = sum of left and right traveling right traveling waves.

waves. Let’s use initial conditions to solve for the unknown functions. We let

u(x,0) = f(x), u(x,0)=g(x), [|x]<oo.

Applying this to the general solution, we have

f(x) = F(x)+G(x) (2.41)
g(x) = c[F(x)-G'(x)). (2.42)
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We need to solve for F(x) and G(x) in terms of f(x) and g(x). Integrating
Equation (2.42), we have

1 /Oxg(s) ds = F(x) — G(x) — F(0) + G(0).

c

Adding this result to Equation (2.42), gives

1 1 > 1
F(x) = 3/(0)+ 5 || 8()ds+ 3IF(0) = G(O)].
Subtracting from Equation (2.42), gives

G(x) = 3/(x) — 5. [ 8(5)ds = 5[F(0) ~ G(0))

Now we can write out the solution u(x,t) = F(x + ct) + G(x — ct), yield-
ing d’Alembert’s solution d’Alembert’s solution

1 1 ~X+-ct
u(t) = S[f(x+ef) + flx—ct)] + o / sls)ds. (2.43)

When f(x) and g(x) are defined for all x € R, the solution is well-defined.
However, there are problems on more restricted domains. In the next exam-
ples we will consider the semi-infinite and finite length string problems.In
each case we will need to consider the domain of dependence and the do-
main of influence of specific points. These concepts are shown in Figure
2.10. The domain of dependence of point P is red region. The point P de-
pends on the values of u and u; at points inside the domain. The domain of
influence of P is the blue region. The points in the region are influenced by
the values of u and u; at P.

ta Figure 2.10: The domain of dependence

of point P is red region. The point P de-

pends on the values of u and u; at points

P inside the domain. The domain of influ-

ence of P is the blue region. The points

x=¢—ct x=1n+ct in the region are influenced by the val-
ues of u and u; at P.

Influence

Example 2.5. Use d’Alembert’s solution to solve
up = Citxy,  u(x,0) = f(x), up(x,0) =g(x), 0<x< oo

The d’Alembert solution is not well-defined for this problem because f(x — ct)
is not defined for x — ct < 0 for ¢,t > 0. There are similar problems for ¢(x). This
can be seen by looking at the characteristics in the xt-plane. In Figure 2.11 there
are characteristics emanating from the points marked by 1o and ¢y that intersect
in the domain x > 0. The point of intersection of the blue lines have a domain of
dependence entirely in the region x,t > 0, however the domain of dependence of
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Figure 2.11: The characteristics for the

semi-infinite string.

Fixed end boundary condition

Free end boundary condition

ta
P x =19+ ct
—"” NN‘
.- SIS
e .
0 "o o

point P reaches outside this region. Only characteristics { = x + ct reach point P,
but characteristics § = x — ct do not. But, we need f(y) and g(x) for x < ct to
form a solution.

This can be remedied if we specified boundary conditions at x = 0. For example,
we will assume the end x = 0 is fixed,

u(0,t) =0, +>0.

Imagine an infinite string with one end (at x = 0) tied to a pole.
Since u(x,t) = F(x + ct) + G(x — ct), we have

u(0,t) = F(ct) + G(—ct) = 0.

Letting { = —ct, this gives G({) = —F(—{), { <O0.
Note that

(2.44)

These relations imply that we can extend the functions into the region x < 0 if we
make them odd functions, or what are called odd extensions. An example is shown
in Figure 2.12.

Another type of boundary condition is if the end x = 0 is free,

ux(0,t) =0, t>0.

In this case we could have an infinite string tied to a ring and that ring is allowed
to slide freely up and down a pole.
One can prove that this leads to

Thus, we can use an even extension of these function to produce solutions.
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Example 2.6. Solve the initial-boundary value problem

Uy = CUyy, 0<x<o00,t>0.
X, 0<x<1,
u(x,0) = 2—x, 1<x<2, 0<x<o
{ 0, x> 2,
u(x,0) = 0, 0<x<oo.
u(0,t) = 0, t>0. (2.45)

This is a semi-infinite string with a fixed end. Initially it is plucked to produce
a nonzero triangular profile for 0 < x < 2. Since the initial velocity is zero, the
general solution is found from d’Alembert’s solution,

u(x, ) = Slfolx+ct) + folx — )]

where f,(x) is the odd extension of f(x) = u(x,0). In Figure 2.12 we show the
initial condition and its odd extension. The odd extension is obtained through
reflection of f(x) about the origin.

f(x) = u(x,0)

+
=

fo(x)

=

The next step is to look at the horizontal shifts of fo(x). Several examples are
shown in Figure 2.13.These show the left and right traveling waves.

In Figure 2.14 we show superimposed plots of f,(x + ct) and f,(x — ct) for
given times. The initial profile in at the bottom. By the time ct = 2 the full
traveling wave has emerged. The solution to the problem emerges on the right side
of the figure by averaging each plot.

Example 2.7. Use d’Alembert’s solution to solve
U = gy, u(x,0) = f(x), wu(x,0)=g(x), 0<x<~L
The general solution of the wave equation was found in the form

u(x,t) = F(x+ct) + G(x —ct).

Figure 2.12: The initial condition and its
odd extension. The odd extension is ob-
tained through reflection of f(x) about
the origin.
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Figure 2.13: Examples of f,(x + ct) and
fo(x —ct).

N fo(x+2)

v

\ fo(x+1)

U 4

. fo(x+0)

W

v

v

v




SECOND ORDER PARTIAL DIFFERENTIAL EQUATIONS 61

fo(x _y\ A /\% 25)
fo(x +2) o(x —2)
folx 47\ o(x —1.5)

N

U,
fo(x+0

+
=

fo(

F+0)

o(x—0)

+
=

<
=

Figure 2.14: Superimposed plots of
fo(x+ct) and f,(x — ct) for given times.
The initial profile in at the bottom. By
the time ct = 2 the full traveling wave
has emerged.
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Figure 2.15: On the left is a plot of f(x +
ct), f(x —ct) from Figure 2.14 and the
average, 1(x, ). On the right the solution
alone is shown for ct = 0 at bottom to
ct = 1 at top for the semi-infinite string
problem
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Howewver, for this problem we can only obtain information for values of x and t
such that 0 < x4 ct < £and 0 < x —ct < {. In Figure 2.16 the characteristics
x=C¢+ctand x =n —ct for 0 < &,y < {. The main (gray) triangle, which is
the domain of dependence of the point (£,2,0/2c), is the only region in which the
solution can be found based solely on the initial conditions. As with the previous
problem, boundary conditions will need to be given in order to extend the domain
of the solution.

In the last example we saw that a fixed boundary at x = 0 could be satisfied
when f(x) and g(x) are extended as odd functions. In Figure 2.17 we indicate how
the characteristics are affected by drawing in the new one as red dashed lines. This
allows us to now construct solutions based on the initial conditions under the line
x =L —ctfor 0 < x < £ The new region for which we can construct solutions
from the initial conditions is indicated in gray in Figure 2.17.
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We can add characteristics on the right by adding a boundary condition at x = £.
Again, we could use fixed u({,t) = 0, or free, uy(¢,t) = 0, boundary conditions.
This allows us to now construct solutions based on the initial conditions for ¢ <
x < 24.

Let’s consider a fixed boundary condition at x = (. Then, the solution must
satisfy

u(l,t) =F({+ct)+ G —ct)=0.

63

Figure 2.16: The characteristics emanat-
ing from the interval 0 < x < ¢ for the

finite string problem.

Figure 2.17: The red dashed lines are the
characteristics from the interval [—/,0]
from using the odd extension about x =

0.
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Figure 2.18: The red dashed lines are the
characteristics from the interval [—/,0]
from using the odd extension about x =
0 and the blue dashed lines are the char-
acteristics from the interval [¢,2/] from
using the odd extension about x = ¢.

To see what this means, let { = £ + ct. Then, this condition gives (since ct = { — {)
F()=-G(2¢—-¢(), t<{<2.

Note that G(2¢ — () is defined for 0 < 2¢ — { < L. Therefore, this is a well-defined
extension of the domain of F(x).

Note that
O = MO 4a [

g(s)ds.
Gt-g) = rper-g+ L [
1
= -0~ 27/ (20— 0)
(2.46)
Comparing the expressions for G({) and —G(2¢ — (), we see that

f(O) =—f20=0), g(0)=—g2l-0).

These relations imply that we can extend the functions into the region x > { if
we consider an odd extension of f(x) and g(x) about x = (.. This will give the
blue dashed characteristics in Figure 2.18 and a larger gray region to construct the
solution.
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So far we have extended f(x) and g(x) to the interval —¢ < x < 2/ in
order to determine the solution over a larger xt-domain. For example, the
function f(x) has been extended to

—f(=x), —¢<x<0,

fext(x) = f(x), 0<x<?,
—f(20—x), ¢<x<2C

A similar extension is needed for g(x). Inserting these extended functions
into d’Alembert’s solution, we can determine u(x, t) in the region indicated

in Figure 2.18.
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Even though the original region has been expanded, we have not deter-
mined how to find the solution throughout the entire strip, [0, ¢] x [0, o).
This is accomplished by periodically repeating these extended functions
with period 2¢. This can be shown from the two conditions

flx) = =f(=x), —€=x<0,
flx)=—f(20—x), £<x<2 (2.47)

Now, consider

fx+20)

|
[
-
—
N
~
[
—
=
[
N
~
~—
~—

= f(x). (2.48)

This shows that f(x) is periodic with period 2¢. Since g(x) satisfies the same
conditions, then it is as well.

In Figure 2.19 we show how the characteristics are extended throughout
the domain strip using the periodicity of the extended initial conditions. The
characteristics from the interval endpoints zig zag throughout the domain,
filling it up. In the next example we show how to construct the odd periodic
extension of a specific function.

ta

~SF-=-e--

-2/ 20 3¢

Example 2.8. Construct the periodic extension of the plucked string initial profile
given by

satisfying fixed boundary conditions at x = 0 and x = £.
We first take the solution and add the odd extension about x = 0. Then we add
an extension beyond x = (. This process is shown in Figure 2.20.

We can use the odd periodic function to construct solutions. In this case
we use the result from the last example for obtaining the solution of the
problem in which the initial velocity is zero, u(x,t) = 3[f(x +ct) + f(x —
ct)]. Translations of the odd periodic extension are shown in Figure 2.21.

Figure 2.19: Extending the characteris-
tics throughout the domain strip.
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Figure 2.20: Construction of odd peri-
odic extension for (a) The initial profile,
f(x). (b) Make f(x) an odd function on
[—¢, ). (c) Make the odd function peri-
odic with period 2/.

Figure 2.21: Translations of the odd pe-
riodic extension.
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In Figure 2.22 we show superimposed plots of f(x + ct) and f(x — ct) for
different values of ct. A box is shown inside which the physical wave can
be constructed. The solution is an average of these odd periodic extensions
within this box. This is displayed in Figure 2.23.

9 A AT AL A AL
NI Z A %

x— .4 U

d AN AN
NN
x—.2 U

A ALIA AL A
NN N W

>
>
>
>

Problems

1. Solve the following initial value problems.
a. x"+x=0, x(0)=2, x'(0)=0.
b. y'+2y—8y=0, y(0)=1, y'(0)=2
c x%y —2xy —4y=0, y(1)=1, y(1)=0.
2. Solve the following boundary value problems directly, when possible.
a. xX"+x=2, x(0)=0, x'(1)=0.
b. ¥ +2y-8y=0, y(0)=1, y(1)=0.
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Figure 2.22: Superimposed translations

of the odd periodic extension.

Figure 2.23: On the left is a plot of f(x +
ct), f(x —ct) from Figure 2.22 and the
average, u(x, t). On the right the solution

alone is shown for ¢t =0 to ¢t = 1.
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In problem d you will not get exact
eigenvalues. Show that you obtain a
transcendental equation for the eigenval-
ues in the form tanz = 2z. Find the first
three eigenvalues numerically.

c y'+y=0 y(0)=1, y(n)=0.

3. Consider the boundary value problem for the deflection of a horizontal
beam fixed at one end,
dty

i =C v =0 y(0) =0, y'(L)=0 y"(L)=0.

Solve this problem assuming that C is a constant.

4. Find the product solutions, u(x,t) = T(t)X(x), to the heat equation,
uy — uyxxy = 0, on [0, 77] satisfying the boundary conditions u,(0,¢) = 0 and
u(m, t) =0.

5. Find the product solutions, u(x,t) = T(t)X(x), to the wave equation
uy = 2uyy, on [0,27] satisfying the boundary conditions u(0,t) = 0 and
uy (27, t) = 0.

6. Find product solutions, u(x, t) = X(x)Y(y), to Laplace’s equation, uyy +
uyy = 0, on the unit square satisfying the boundary conditions u(0,y) = 0,
u(l,y) = g(y), u(x,0) =0, and u(x,1) = 0.

7. Consider the following boundary value problems. Determine the eigen-
values, A, and eigenfunctions, y(x) for each problem.

a. ¥ +Ay=0, y(0)=0, y(1)=0.

b. Yy —Ay=0, y(-m)=0, y(m)=0.

e 2y +xy +Ay=0, y(1)=0, y(2)=0.

d. (x%) +Ay=0, y(1)=0, y'(e)=0.
8. Classify the following equations as either hyperbolic, parabolic, or ellip-
tic.

a. Uyy + Uyy + Uxx = 0.

b. 3”3{}( + Zuxy + 51/lyy = 0

C X%uyy + 2xyuxy + yzuyy =0.

d. YPuey 4+ 2xyugy + (x2 + 4x*)u,, = 0.
9. Use d’Alembert’s solution to prove

f(=0) =£(©), &(=0)=g(0)

for the semi-infinite string satisfying the free end condition u,(0,¢) = 0.

10. Derive a solution similar to d’Alembert’s solution for the equation uy; +
2uyt —3u = 0.

11. Construct the appropriate periodic extension of the plucked string ini-
tial profile given by

satisfying the boundary conditions at (0, f) = 0 and uy(¢,t) = 0 for t > 0.
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12. Find and sketch the solution of the problem

Uy = Uy, 0<x<1,t>0
{0,0<x<L
ux0) = {1, T<x<3,
0, 3<x<1,
u(x,0) = 0,
u(0,t) = 0, t>0,
u(l,t) = 0, t>0,
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